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DEVELOPMENT OF A POLYMODEL RESOURCE MANAGEMENT COMPLEX  
FOR INTELLIGENT DECISION SUPPORT SYSTEMS

ABSTRACT

Intelligent decision support systems are the object of research. The problem that is solved in the re-
search is to increase the accuracy of modeling the process of functioning of intelligent decision support 
systems. The development of a polymodel resource management complex of intelligent decision support 
systems was carried out. The originality of the research is:

— in a comprehensive description of the process of functioning of intelligent decision support systems;
— the ability to simulate both a single process that takes place in intelligent decision support systems, 

and to comprehensively simulate those processes that take place in them;
— in establishing the conceptual dependencies of the process of functioning of  intelligent decision 

support systems. This allows to describe the interaction of individual models at all stages of solving calcu-
lation tasks;

— descriptions of coordination processes in hybrid intelligent decision support systems, which in-
crease the reliability of management decision-making;

— modeling of processes for solving complex calculation tasks in intelligent decision support systems, 
due to the conceptual description of the specified process;

— coordination of calculation processes in intelligent decision support systems, which achieves a de-
crease in the number of computing resources of systems;

— comprehensive dispute resolution, due to a complex of appropriate mathematical models.
The proposed polymodel complex should be used to solve the task of managing intelligent decision 

support systems characterized by a high degree of complexity.
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Intelligent decision support systems (IDSS) are an integral component of all spheres of human social 
activity and are used to solve a wide range of tasks, from entertainment to highly specific ones [1—3].

The main tasks to be solved by IDSS are [3—5]:
— solving various computing tasks in the interests of a wide range of consumers, regardless of their 

field of application;
— storage of calculation results and also intermediate results for user needs;
— support decision-making by the persons who make them;
— provide prerequisites for intelligent decision-making.
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Trends in the development of modern IDSS are aimed at solving the following tasks [4—8]:
— increasing the efficiency of processing various types of data and their reliability;
— increasing the accuracy of modeling the process of their functioning;
— maintaining a balance between efficiency and reliability of  the process of solving calculation 

tasks, etc.
At the same time, available scientific approaches to the synthesis and functioning of IDSS have insuf-

ficient accuracy and convergence. Said related to the following reasons [1—9]:
— the essential role of the human factor in the process of primary adjustment of IDSS;
— a large number of heterogeneous sources of information, which are subject to analysis and further 

processing during the functioning of the IDSS;
— IDSSs function under conditions of uncertainty, which causes a delay in their processing;
— the presence of a large number of destabilizing factors affecting the functioning of IDSS, etc.
This prompts the implementation of various strategies to enhance the efficiency of the IDSS in solving 

calculation tasks. 
One of these options is the improvement of existing (development of new) mathematical models of the 

functioning of intelligent decision support systems.
The analysis of works [9—62] showed that the common shortcomings of the above-mentioned stu

dies are:
— modeling of each approach is carried out only at a separate level of IDSS functioning;
— with a complex approach, as a rule, two components of the functioning of the IDSS are consid-

ered. This does not allow for a full assessment of the impact of management decisions on their further 
functioning;

— the models listed above, constituting the constituent parts of the above approaches, provide weak 
integration into each other, which prevents them from being combined to function together;

— the above models use a different mathematical apparatus, which does not require appropriate math-
ematical transformations, which in turn increases computational complexity and reduces the accuracy 
of modeling, etc.

Intelligent decision support systems are the object of research. The problem that is solved in the 
research is  to increase the accuracy of  modeling the process of  functioning of  intelligent decision  
support systems. 

The subject of the study is the process of functioning of intelligent decision support systems using 
a set of mathematical models of their functioning. 

The hypothesis of  the study is  the possibility of  increasing the efficiency and accuracy of  the 
functioning of intelligent decision support systems due to the development of a set of models of their 
functioning.

Modeling of the proposed method was carried out in the Microsoft Visual Studio 2022 software environ-
ment (USA). The hardware of the research process is AMD Ryzen 5.

Table 4.1 shows the composition of the heterogeneous model field and the methods of presenting the 
models.
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Table 4.1 Models included in the heterogeneous model field

Model Class of model and its characteristics Implementation

Artificial neural 
networks

Artificial neural network (ANN) (search for hidden dependencies  
in statistical data and prediction of plan execution) — functional 
element. ANN with an evolving structure. Neuron transfer function: 
sigmoid. The number of inputs during experiments varied from 3 to 30, 
and the number of outputs from 1 to 10. The number of hidden neurons 
ranged from 1 to 8. Neuron transfer function: sigmoid.  
ANN training method — as in [2]. Average training error — 9%.  
Training sequence — 60 test tasks

Author’s algorithm writ-
ten in Microsoft Visual 
Studio 2022. Total code 
volume: 250 lines

Improved genetic 
algorithm (GA)

Improved GA [19] for solving an optimization problem — functional 
element. Population of 100 chromosomes. Evolution: crossover and 
mutation. Selection: combination of panmixia and ranking. Fitness 
(in %) — when fitness is below 50%, half of the population is eliminat-
ed and regenerated. If for ten generations fitness does not change but 
exceeds 92%, the best individual is considered the solution

Author’s algorithm 
written in Microsoft 
Visual Studio 2022. 
Visualization algorithm 
implemented. Total code 
volume: 300 lines

Neuro-fuzzy 
expert systems

Production knowledge model for finding the decisive subgraph on an 
AND/OR graph. Forward reasoning. Knowledge base size of functional 
elements — 6—48 productions, and for the IDSS element — 15 pro-
ductions. Fact base — up to 15 facts. Knowledge of experts and 
decision-makers was extracted by protocol analysis

Author’s algorithm writ-
ten in Microsoft Visual 
Studio 2022. Forward 
chaining used

4.1	 CONCEPTUAL MODEL OF INTELLIGENT DECISION SUPPORT SYSTEM

A conceptual model is a model of the subject domain that defines a set of concepts, properties, and 
characteristics for describing this domain, as well as the laws of the processes occurring within it. The 
conceptual model, on the one hand, delimits the subject domain as a set of objects, connections, and rela-
tionships among them, as well as the procedures for transforming these objects during problem-solving. 
On the other hand, it introduces the developer’s subjective views in the form of their knowledge and experi-
ence — concepts — into the modeling process.

Conceptual models of entities, for example, of tasks and intelligent decision support systems (IDSS), 
are constructed based on a conceptual model scheme containing 11 categories of concepts C, of which the 
following five are used:

Definition 1. A resource is a concept denoting an object that is at the disposal of the control subject for 
accomplishing tasks. The set of resources is denoted as resRES C C= ⊆ .

Definition 2. A property is everything that is not within the boundaries of a given object. It is that which, 
while characterizing objects, does not form new objects. The set of properties is denoted as prPR C C= ⊆ .

Definition 3. An action is a concept denoting relation among resources as a result of activity, actions, 
and behavior. The set of actions is denoted as  actACT C C= ⊆ .

Collective effects in intelligent decision support systems (IDSS) are presented in Table 4.2.
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 Table 4.2 Collective effects in IDSS

Effect Brief description Positive impact Negative impact

Adaptation Adjustment to the external environ-
ment or its modification for effective 
operation of the IDSS

Expands the range of tasks 
solved by the IDSS

Complicates analysis of IDSS 
performance

Boomerang When information is distrusted, 
an opposite opinion to that contained 
in it arises

Unreliable information is not 
perceived or is considered 
deliberately false

Reliable information from 
an unreliable source may 
be regarded as false

Wave Dissemination of ideas within the 
IDSS that correspond to the interests 
of its members

Collective refinement 
of ideas

Prolonged work of experts 
on unpromising ideas

Homeostasis Maintenance of system parameters 
within limits away from critical 
values

Ensures long-term viability 
of the IDSS

Sometimes the IDSS in bor-
derline states generates 
higher-quality decisions than 
under normal conditions

Group Egoism The goals of the collective are more 
important than those of its members 
or society

None The efficiency of the collec-
tive’s activity may harm society

Conformism The common opinion is truth; the 
opinion of an individual is nothing

None Hinders the emergence of new 
approaches to problem-solving

Fashion 
(Imitation)

Voluntary adoption of the viewpoints 
on problems established within the 
collective

Basis for self-learning 
among collective members; 
facilitates mutual adaptation

Reduces the likelihood of origi-
nal viewpoints and approaches 
to problem-solving

Ringelmann 
Effect

As the group size increases, the 
individual contribution to joint work 
decreases

Reduces the workload on in-
dividual IDSS participants

Decreases expert motivation 
for effective teamwork

Self-learning Work of IDSS participants to improve 
their knowledge based on experience

Maintains the knowledge 
of IDSS participants in an 
up-to-date state

The acquired knowledge may 
be unsystematized, nonverbal-
ized, or erroneous

Self- 
organization

Relationships among experts are 
dynamic and change during the work 
process

Adaptation to the external 
environment; each time 
a new relevant method 
is developed. Emergence 
of original approaches and 
synergy

Complicates analysis and 
external management of the 
collective

Synergy Attainment of a collective result that 
individual experts cannot achieve 
independently

Emergence of a qualitatively 
superior collective result

Possible occurrence of nega-
tive synergy (dissynergy)

Social  
Facilitation

Enhancement of dominant reactions 
in the presence of others

Accelerates solutions 
to simple tasks for which the 
individual knows the answer

In complex tasks, increases 
the probability of erroneous 
responses
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Definition 4. Value is a concept or number that indicates the quantity of measurement units. The set 
of values is denoted by  valVAL C C= ⊆ .

Definition 5. State is a concept that denotes the manifestation of processes occurring in a resource 
at a certain time. The set of states is denoted by  stST C C= ⊆ .

A set of relations R is established between the concepts of these categories.
Definition 6. A relation is that which forms a thing from given elements (properties or other things). 

A relation is that which, being established between things, forms new things.
The fact of a relation being established between concepts is denoted by  ( )1 ,r c cαβ α β . It  is possible 

to distinguish relations between different categories of concepts: R Rα β ⊆  — the set of relations between 
concepts from the set Cα and the set Cβ, where { }, " ", " ", " ", " "res pr act valα β∈ .

Thus, a fragment of the conceptual model schema sch1 for structuring knowledge about the subject 
domain of the modeled task can be represented as follows

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
( ) ( ) ( )
( ) ( )

1 , , ,

, , ,

, , , ,

, , ,

, ,

res res pr pr act act

val val st st res pr

pr res res act act res

res st st res pr act

act pr pr val v

sch R RES RES R PR PR R ACT ACT

R VAL VAL R ST ST R RES PR

R PR RES R RES ACT R ACT RES

R RES ST R ST RES R PR ACT

R ACT PR R PR VAL R

=   

   

   

   

   ( ),al pr VAL PR 

	 (4.1)

where the symbol ∘ — denotes concatenation.
The micro-level conceptual model of the Intelligent Decision Support System (IDSS) can be expressed 

as follows

 ( ) ( ), , ,res res res resdmdss R prt env R PRT PRT=  	 (4.2)

where prtdm — the knowledge model of  the decision-maker (DM); env RES∈  — external environment; 

{ }1 , , , dm
nPRT prt prt prt=  , PRT RES⊆  — the set of participants of the IDSS, including the decision-ma

ker (DM) prtdm; Rres res — the set of “resource—resource” relations among the participants of the IDSS, as well 
as between the decision-maker (DM) and the external environment.

In work [13], it is noted that each participant prt PRT∈  of the IDSS has its own objective prgsu , which 
may coincide with or contradict the objectives of other participants. During the discussion, the experts 
exchange data prdat, knowledge prknw, explanations prexp and partial solutions prdec of the joint task. Thus, 
they perform a set of actions related to the transmission ACTitr and reception ACTiac of information, a set 
of professional functions ACTprt, and exert influence on other participants of the IDSS and members of the 
surrounding environment by performing actions ACTconf. Each expert has their own model resmod of the 
external environment, including the control object, as well as their own set of methods RESmet for problem 
solving. Considering the heterogeneous nature of complex tasks, for their successful solution the IDSS 
must include experts of various specializations, with different sets of problem-solving methods, that is 

met met
i jRES RES≠ , where i, j = 1,…,n, i ≠ j — the index of a participant in the set PRT.
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The conceptual model of an IDSS expert is expressed as follows

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
( )

1 1 1

exp
1 1 2

2 2 2

exp
2 2

, , ,

, , ,

, , , ,

,

res pr res pr res prgsu dat knw
i

res pr res pr res actdec prt

res act act pr act pritr itr dat itr knw

act pr act pritr

prt r prt pr r prt pr r prt pr

r prt pr r prt pr r prt ACT

r prt ACT r ACT pr r ACT pr

r ACT pr r A

=   

   

   

  ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

( )

2

exp
2 2 2

mod
2 2 3

m
3

, ,

, , ,

, , ,

, ,

res actitr dec iac

act pr act pr act priac dat iac knw iac

act pr res act res resiac dec conf

res res et

CT pr r prt ACT

r ACT pr r ACT pr r ACT pr

r ACT pr r prt ACT r prt res

r prt RES

 

   

   



	 (4.3)

where 1
res prr  — the “have property” relation, which establishes the correspondence between an IDSS partic-

ipant and their properties;

2
res actr  — the “perform” relation, which links a subject and the action they perform;

2
act prr — the “have property” relation, which links an action with its property;

3
res resr  — the “include” relation, which links a whole and its parts.

Many relations Rres res in (4.2) consist of subsets of relations of various classes: cooperation res res
coopR , 

competition res res
compR , neutrality res res

neutR , trust res res
trusR , pressure and conformism res res

confR , coordination res res
coorR , dispute 

res res
dispR , and others res res

othR . The subset of relations res res
othR  is introduced into the model to make it complete and 

extensible. Thus, the set Rres res can be represented by the expression

.

res res res res res res res res res res res res
coop comp neut trus conf

res res res res res res
coor disp oth

R R R R R R

R R R

= ∪ ∪ ∪ ∪ ∪

∪ ∪ ∪
	 (4.4)

The composition of relations from the set Rres res and its subsets is not known in advance and is deter-
mined during the operation of the IDSS in accordance with the interaction rules INT RES⊆  because of its 
self-organization. Owing to the dynamism of the links among experts and self-organization, the IDSS is capa-
ble of generating a new solution method relevant to the prevailing conditions, and the conceptual model of the 
IDSS as a self-organized entity, a method for solving a complex task, can be represented by the expression

( ) ( )
( ) ( )
( ) ( )

1 2 1

2 1 2

1 1

, ,

, ,

, , ,

res res res resmet met met met met
dss n

res res res resmet met met met
n

res res res resmet met met met
n n n

RES R RES RES R RES RES

R RES RES R RES RES

R RES RES R RES RES −

=  

  



	 (4.5)

where the method met
dssRES , generated by the IDSS in the process of solving a current task, represents an in-

terconnected set of method sets met
iRES , i=1,…,n, used by the experts in solving their partial tasks. 
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In solving the current task, the intensity and orientation of the relations Rres res among the IDSS experts, 
and consequently among the methods they employ, change, leading to the development, in accordance 
with (4.5), of a new method relevant to the complex task, that is, a synergistic effect arises. The external 
manifestation of this effect is that the IDSS produces solutions of higher quality compared to the opinions 
of individual experts.

Taking the above into account, the macro-level model of the IDSS can be represented as follows


( ), , , , ,dss PRT env INT DSS EFF= 	 (4.6)

where PRT — the set of IDSS participants described by the conceptual model (4.3);
env — the environment in which the IDSS operates;
INT — the set of elements structuring the interactions among experts;


( ), , , , ,dss PRT env INT DSS EFF= — set of IDSS micro-level models (4.5) corresponding to the specific functions of the experts within the 
IDSS and to the relations established among them;
EFF is the set of conceptual models of macro-level (collective) effects in the IDSS (Table 4.1): adaptation ad, 
boomerang bo, wave wa, homeostasis ho, group egoism ge, groupthink gt, fashion fa, Ringelmann effect re, 
self-learning sl, self-organization so, synergy se, and social facilitation sf. Let’s consider in more detail the 
models of these macro-level effects.

Two types of adaptation are distinguished: passive and active. In the first case, the adapting system 
changes so as to perform its functions in the given environment in the best possible way. The conceptual 
model of such adaptation is expressed as follows

( ) ( ) ( )
 ( ) ( ) ( )

( )

3 2 1

1 1 1

1

, , ,

, , ,

, ,

res res res act act resiac iac
p

res res res pr pr valcr cr cr

val val cr gocr

ad r dss PRT r PRT ACT r ACT env

R DSS DSS r DSS PR r PR VAL

r VAL VAL

=   

   



	 (4.7)

where PRcr— the set of criteria for evaluating the effectiveness of the IDSS;
VALcr — the set of values of critical parameters of the IDSS for micro-level models;
VALcr go — the set of target values of critical parameters of the IDSS;

1
pr valr  — the “have value” relation;

1
val valr  — the relation of proximity between two values.

Active adaptation implies a change of the environment in order to maximize the efficiency criterion or an 
active search for such an environment. The conceptual model of active adaptation for the IDSS is as follows

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

3 2 1

1 1 1

1 2 1

, , ,

, , ,

, , , ,

res res res act act resiac iac
a

res res res pr pr valcr cr cr

val val cr go res act act rescr inf inf

ad r dss PRT r PRT ACT r ACT env

R ENV ENV r DSS PR r PR VAL

r VAL VAL r dss ACT r ACT env

=   

   

  

	 (4.8)
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where ENV RES⊆  — the set of external environments suitable for the operation of the IDSS; ACTinf — the set 
of IDSS influences on the application environment.

The boomerang effect (bo) is the ignoring of, or identification as false, information originating from 
unreliable sources

( ) ( ) ( )
( )

3 2, , ,

, ,

res res res act res resiac
trus trus

res res
trus

bo r dss PRT r PRT ACT R PRT env

R PRT PRT

=   



	 (4.9)

where iac
trusACT  — a set of actions for obtaining information that considers the relations of trust among the IDSS 

participants, as well as between the participants and information sources from the external environment.
According to Table 4.1, the wave effect (wa) is a mechanism for the dissemination of ideas and objectives 

within the IDSS that correspond to the interests of its members, transmitted to IDSS participants primarily 
from the “inner circle” of the source expert. Subsequently, these participants may modify the idea and transmit 
it to the IDSS participants within their own “inner circle”. The wave effect is formally expressed as follows

( ) ( ) ( )3 2, , , ,res res res act res resitr
trus truswa r dss PRT r PRT ACT R PRT PRT=   	 (4.10)

where itr
trusACT  — the set of actions for transmitting information that considers the relations of trust among 

the IDSS participants.
The conceptual model of homeostasis (ho) in the IDSS is expressed as follows

( ) ( ) ( )
 ( ) ( ) ( )

( )

3 2 1

1 1 1

1

, , ,

, , ,

, ,

res res res act act resiac iac

res res res pr pr valcr cr cr

val val cr allcr

ho r dss PRT r PRT ACT r ACT env

R DSS DSS r DSS PR r PR VAL

r VAL VAL

=   

   



	 (4.11)

where VALcr all — the set of permissible values of the critical parameters of the IDSS.
The group egoism effect (ge) consists in the IDSS disregarding the objectives of society and of individ-

ual members of the IDSS

( ) ( ) ( )
( ) ( )

3 2 1

1

, , ,

, , ,

res res res act act resconf conf

act res res resconf
conf

ge r dss PRT r PRT ACT r ACT PRT

r ACT env R PRT PRT

=   

 

	 (4.12)

where 1
act resr  — the “have as object” relation, which links an action with the object toward which it is directed.

The groupthink effect (gt) is the suppression of opinions of IDSS participants that differ from the opin-
ions of the majority of the IDSS members

( ) ( ) ( )
( )

3 2 1, , ,

, .

res res res act act resconf conf

res res
conf

gt r dss PRT r PRT ACT r ACT PRT

R PRT PRT

=   



	 (4.13)
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The fashion effect (fa) consists in the voluntary adoption of the viewpoint on a problem that has be-
come established within the collective

( ) ( ) ( )3 2 2, , , .res res res act act priac iac decfa r dss PRT r PRT ACT r ACT PR=   	 (4.14)

According to Table 4.1, the Ringelmann effect (re) is the decrease in the intensity of individual work 
as the group size increases

( ) ( ) ( )
( ) ( )

3 2 2

2 1

, , ,

, , ,

res res res act act prprt prt efi

act pr pr prprt efc efi efc

re r dss PRT r PRT ACT r ACT PR

r ACT PR r PR PR

=   

 

	 (4.15)

where PRefi — the efficiency of performing an action in individual work, determined individually for each 
IDSS and each task. In general, efficiency is understood as an indicator that considers the assessment 
of the speed of decision-making and the quality of proposed solutions; PRefc — the efficiency of performing 
an action during collective work; 1

pr prr  — the “be greater than” relation.
The conceptual model of decision-maker (DM) self-learning sldm is expressed as follows

( ) ( ) ( )
 ( ) ( ) ( )

( ) ( ) ( )

3 2 1

1 1 1

1 3 1

2

, , ,

, , ,

, , ,

,

res res res act act resiac iac
dm

res res res pr pr val cr plcr cr

pr val cr fct res res val val cr pl cr fctcr dm fdb

pr act fdb lr

sl r dss PRT r PRT ACT r ACT env

R DSS DSS r dss PR r PR VAL

r PR VAL r prt res r VAL VAL

r res ACT

=   

   

   

 ( ) ( ) ( )
( ) ( )

1 3

3 3

, ,

, , ,

act res res resn lrn rul rul ienv

res res res resrul idss rul ifct

r ACT res r res res

r res res r res res

  

 

	 (4.16)

where VALcr pl — the set of planned values of the IDSS efficiency criteria for the selected micro-level model dss;
VALcr fct — the set of actual values of the IDSS efficiency criteria for the selected micro-level model dss;
resfdb — the fuzzy knowledge base of the decision-maker (DM) for selecting micro-level IDSS models from 
the set DSS ;
ACTlrn — learning and adjustment of the rules of the decision-maker’s (DM’s) fuzzy knowledge base resfdb;
resrul — a rule of the decision-maker’s (DM’s) fuzzy knowledge base for selecting micro-level IDSS models 
from the set DSS;
resienv — information about the external environment;
residss — information about the micro-level model dss;
resifct — information about the actual values of the IDSS efficiency criteria corresponding to the selected 
model dss.

Self-organization of the IDSS (so) is a specific effect in which the IDSS collective, without appar-
ent external causes, creates or modifies the interrelations among participants and the organizational  
structures.
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( ) ( ) ( )
 ( )

3 2 1

1

, , ,

, ,

res res res act act resiac iac

res res

so r dss PRT r PRT ACT r ACT env

R DSS DSS

=   



	 (4.17)

where 1
act resr  — the “have as object” relation between an action and its resources;

1
res resR  — the set of relations between the preceding micro-level model and the subsequent one in the course 

of their transformation.
The synergy effect (se) is the result of the interrelations among the IDSS participants during their 

collaborative work on a task, that is, the generation of an organizational structure relevant to the problem 
being solved. This effect in the IDSS is manifested in obtaining a collective solution of higher quality than 
any of the individual ones

( ) ( ) ( )
 ( ) ( ) ( )
( ) ( ) ( )

3 2 1

1 4 1

4 1 1

, , ,

, , ,

, , , ,

res res res act act resiac iac

res res res res act prdec dec qua

res res res pr pr prdec qua qua qua
dss dss dss

se r dss PRT r PRT ACT r ACT env

R DSS DSS r PRT RES r RES PR

r dss res r dss pr r pr PR

=   

   

  

	 (4.18)

where RESdec — the set of solutions to the task assigned to the IDSS, proposed by the experts as a result 
of individual work;
PRqua — the set of quality indicators of the experts’ individual solutions;

dec
dssres  — the solution produced by the IDSS as a result of the experts’ collaborative work;

qua
dsspr  — the quality of the solution produced by the IDSS;

4
res resr  — the relation that links an expert or the IDSS with the solution produced.

As shown in Table 4.1, social facilitation (SF) involves the enhancement of dominant responses in the 
presence of other experts; that is, it contributes to the acceleration of decision-making

( ) ( ) ( )
( ) ( )

3 2 1

2 1

, , ,

, , ,

res res res act act prprt prt spi

act pr pr prprt spc spc spi

sf r dss PRT r PRT ACT r ACT PR

r ACT PR r PR PR

=   

 

	 (4.19)

where PRspi — the speed of performing an action during individual work; PRspc — the speed of performing 
an action during collective work.

Analysis of expressions (4.7)—(4.19) has shown that certain macro-level effects are interrelated. For 
example, expressions (4.7), (4.11), (4.16), and (4.18) can be transformed using expression (4.17) as follows:

( ) ( ) ( )1 1 1, , , ,res pr pr val val val cr gocr cr cr cr
pad so r DSS PR r PR VAL r VAL VAL=    	 (4.20)

( ) ( ) ( )1 1 1, , , ,res pr pr val val val cr allcr cr cr crho so r DSS PR r PR VAL r VAL VAL=    	 (4.21)
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( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1 1

1 3 1

2 1 3

3

, ,

, , ,

, , ,

,

res pr pr val cr plcr cr
dm

pr val cr fct res res val val cr pl cr fctcr dm fdb

pr act act res res resfdb lrn lrn rul rul ienv

res res rul id

sl so r dss PR r PR VAL

r PR VAL r prt res r VAL VAL

r res ACT r ACT res r res res

r res res

=   

   

   

 ( ) ( )3 , ;res resss rul ifctr res res

	 (4.22)

( ) ( )
( ) ( ) ( )

4 1

4 1 1

, ,

, , , ,

res res act prdec dec qua

res res res pr pr prdec qua qua qua
dss dss dss

se so r PRT RES r RES PR

r dss res r dss pr r pr PR

=   

  

	 (4.23)

Expressions (4.20)—(4.23) show that self-organization plays a special and fundamental role among 
the collective effects in the IDSS — it is the prerequisite for the emergence of other effects that positively 
influence the performance of the IDSS, such as adaptation, homeostasis, self-learning, and synergy [18].

4.2	 COORDINATION MODELS IN HYBRID INTELLIGENT DECISION SUPPORT SYSTEMS

Coordination is a process that takes place in the IDSS during the solution of complex tasks and rep-
resents the sequence of analysis of the intermediate results of the solution of partial tasks and the issuance 
of controlling influences. Coordination is carried out by the decision-maker (DPR), but it can also be initiated 
by experts. In this work, the initiator of the coordination is DPR. The concept of “coordination” in relation 
to IDSS has not yet been investigated. 

The study of real IDSSs determined the development of a new model for solving a complex task and 
a method for modeling the solution of complex tasks with the coordination of partial tasks in order to apply 
them to IDSS design.

4.2.1   MATHEMATICAL MODEL FOR SOLVING A COMPLEX CALCULATION TASK

Within the systems approach, tasks are traditionally considered as systems [12, 14] composed of indi-
vidual interrelated subtasks that are connected and interact with one another. The order of interconnection 
and interaction among elements in an HIDSS (hybrid intelligent decision support system) is determined 
by its structure.

Let’s denote the task-system as prbu, an individual task — prbh. Then { }1 , ,
h

h h h
NPRB prb prb=   — the set

of individual tasks included in prbu;   { }1 , ,
u

u u u

NPRB prb prb=   — the set of decompositions of tasks prbu [5];

{ }| , 1, , ;h
w q hR r w q N q w= = ≠  — the set of relations among individual tasks; Nh — the cardinality of the  

set PRBh.
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The model of a computational task of the IDSS can be represented as

, , ,
u

u h hprb PRB PRB R=< > 	 (4.24)

and the model of each partial computational task as [5]

, , ,h h h hprb GL DAT MET=< > 	 (4.25)

where GLh — the final goal; DATh — input data; METh — conditions that specify how DATh are transformed into GLh.
Model (4.24) satisfies all the properties of an IDSS:
— it consists of a set of elementary tasks PRBh, among which relations Rh; are established; the connec-

tions are organized, which is reflected in the set of decompositions 
u

PRB ;
— when solving the overall system task, the individual elementary tasks are predominantly isolated 

from the environment or  its state is fixed, that is, the requirement is met that the internal connections 
within the system are much stronger than those with the external environment;

— a simple summation of the solutions of individual tasks does not yield a solution to the overall task 
as a whole [9, 10].

Model (4.25) has certain shortcomings. The main one is the inadequate representation of relations 
among the elements of the IDSS. Considering only the set of relations Rh among the partial tasks is  in-
sufficient. Studies of  IDSSs have shown that, in most cases, experts are unable to provide professional 
solutions to partial tasks while taking into account the data on the complex task specified by the decision- 
maker (DM). Typically, there is a shortage of resources, particularly time, and errors occur in the formulation 
of the goal. Modification of the initial conditions of model (4.24) is impossible due to the absence of a crucial 
element — the image of the DM, which performs the function of a coordinator and reformulates the experts’ 
goals depending on the situation.

The problem-solving process is thus considered as a system with a coordinator prbk, whose function 
is to monitor and manage the process of solving individual partial tasks 1 , ,

h

h h
Nprb prb  by the experts during 

collective discussion. The coordinator is linked by relations { }| 1, ,kwhk
hR r w N= =   with each task prbh 

in the IDSS prbu , through which information is collected about the state of the process of solving an individual 
task by an expert. At certain moments in time, it also issues coordinating influences to modify the input data 
set — resources and goals. In this case, the model of a complex task with coordination is expressed as follows

, , , , ,
u

uk h k h hkprb PRB PRB prb R R=< > 	 (4.26)

where prbk — the coordinator; { }| 1, ,kwhk
hR r w N= =   — the sets of relations between the coordinator and 

the individual tasks.
A comparison of (4.24) and (4.26) shows that (4.26) is of a more general nature and reduces to (4.24) 

when the coordinator task is omitted from model (4.26), that is, in the case when the decision-maker (DM) in 
the IDSS does not perform coordination during the process of solving a complex task. 
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The coordinator element may be represented as a “coordinating task” (k-task), which should be “added” 
to the decomposition  

uu
prb PRB∈  of the complex task prbu, to adequately represent the specific features 

of planning tasks in the model.
Let { }*

*
1 , ,

MET
NMET met met=   — be the set of conditions. Then, a correspondence ψ1 can be defined

*
1 1 2: .h h uSOL SOL MET SOLψ ⊗ ⊗ → 	 (4.27)

The elements of  the correspondence ψ1 — are tuples ( )( )1 2 ,h h usol sol met solα β γ η , where α =  1,…,Nsh1;  
β = 1,…,Nsh2; γ = 1,…,NMET; η = 1,…,Nsu, with the first component being a three-component vector consisting 
of the solution 1

1
h hsol SOLα ∈  of task 1

hprb , the solution 2
2

h hsol SOLβ ∈   of task 2
hprb  and the coordinating condi-

tion *met METγ ∈ , and the second component being the solution usolη of the task prbu.
The correspondence ψ1 is not a function; it cannot be written analytically or computed, since the coordina-

tion conditions and the results of solving individual partial tasks are most often represented in natural language.
Let, as a result of solving the partial tasks 1

hprb  and 2
hprb  the solutions 1

1 1
h hsol SOL∈ , and 2

1 2
h hsol SOL∈ , and 

( ){ }1 2 *
1 1,h h usol sol MET SOL⊗  , and let, that is, the obtained solutions 1

1
hsol , and 2

1
hsol  for all *met METγ ∈  do not 

lead to the solution of task prbu. The symbol «» denotes the absence of a mapping from the set on the left-hand 
side of the symbol to the set on its right-hand side. In this case, it is necessary to re-solve tasks 1

hprb  and 2
hprb .  

However, in the IDSS, there is often insufficient time to re-solve the tasks, so reasoning about the prbU complex 
task is divided into separate, logically complete intermediate stages [13, 14], and at the end of these stages, the 
integrated result of solving the complex task is systematically verified — that is, an iterative process is organized. 
Consequently, the solutions of the partial task prbh (the experts’ lines of reasoning) are also divided into parts.

In this example, during the process of solving tasks 1
hprb  and 2

hprb  the following intermediate results 
will be obtained:

1 1 1 1 1
1 1 1 2 1 1 1 1

2 2 2 2 2
1 1 1 2 1 1 1 1

,

,
sol

sol

h h h h h
s N

h h h h h
s N

sol sol sol sol sol

sol sol sol sol sol

−

−

⇒ ⇒ ⇒ ⇒ =

⇒ ⇒ ⇒ ⇒ =





	 (4.28)

where Nsol — the number of iteration steps into which the partial tasks are divided; and  1
1
hsol  and 2

1
hsol  — the 

results of solving the partial tasks 1
hprb  and 2

hprb , respectively, obtained through the sequence of steps 1,..., Nsol.
Based on the coordinator’s verification of the results obtained at a particular step, the relevance of in-

fluencing the course of solving the individual partial tasks 1
hprb  2

hprb  is determined, so that the process 
of solving the complex task leads to the desired result — the goal. This influence is referred to as coordi
nating, and for simplicity, let’s further denote the result of an intermediate stage without the first lower 
index, that is, 1h

lsol  and 2h
lsol , where l = 1, ..., Nsol.

Following [17], let’s introduce the set of coordinating influences

{ }1 , , ,
prtNE e eα α= 

	 (4.29)

where α — the type of coordinating influence, α=1,…,6.  Let’s consider each of the six types.
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Integral coordination (α=1) — the decision-maker (DM) establishes various constraints (standards) 
on the input parameters 1 1h h h

iin IN DAT∈ ⊆  of the partial task 1
hprb  for a certain period of time

( )( )1 1

0

,
T

h h H
i iin t dt in=∫ 	 (4.30)

where 1h H
iin  — the standard for the input parameter 1 1h h

iin IN∈ , i = 1,…,Ninh1; IN
h1 — the set of input parameters 

of the partial task 1
hprb ; [0,T] — the time interval.

Precise coordination (α = 2) imposes constraints on the input parameters of the partial task so that 
at each moment of time t they are equal to the specified value

1 1( ) ,h h Set
i iin t in= 	 (4.31)

where 1 ( )h
iin t  — the input parameter; 1h Set

iin  —  the specified value of the parameter; t — an arbitrary moment 
in time when the fulfillment of the condition is verified 0,t ∈ +∞  .

Interval coordination (α = 3) requires that the input parameter 1h
iin  of the partial task (input data) 

belong to a specified interval

1 1 1
min max, ,h h i h i

iin val val ∈  	 (4.32)

where 1 1
min max,h i h ival val  — the interval boundaries.

Linguistic coordination (α = 4) is a condition specified in natural language. Temporal coordination, or syn-
chronization of the solution of partial tasks (α = 5), to determine after what period an intermediate result must 
be provided. 1h

lsol , where l = 1, ..., Nsol the results of solving the partial tasks are issued at certain time intervals

1 1
1 ,

h h
l lsol sol

τ

+⇒ 	 (4.33)

where τ — the time interval after which the solution is issued; 1h
lsol  and 1

1
h
lsol +  — the results of solving the 

task 1
hprb  after the i-th and i+1-th stages of solving the complex task, respectively.

Let’s denote the situation in which the expert’s line of reasoning does not change as a “null action”, α = 6. 
For example, the decision-maker (DM) considers that it is unnecessary to influence the course of solving the 
partial tasks by the expert.

Since the results of solving the partial tasks are most often issued in natural language, the coordinating 
influences 1 , ,

prtNe eα α
  are also most often presented in the same way.

Then, taking the above into account, it is possible to establish the correspondence

( ){ }1 2 *
2 : , ,h h

l lsol sol MET Eψ ⊗ → 	 (4.34)

where l = 1,..., Nsol −1. The maximum value of the index l is taken as Nsol −1, since after stage Nsol it is no longer 
possible to coordinate the solution of the partial tasks — the final result has been obtained.



104

INTELLIGENT DECISION SUPPORT SYSTEMS METHODS FOR OPTIMIZING AND SUPPORTING MANAGEMENT DECISIONS

The elements of  the correspondence ψ2 — are pairs ( )( )1 2, , ,h h
l l qsol sol met eαγ , for l  = 1,..., Nsol − 1;  

γ = 1,…, NMET; q = 1,…, Nprt, where the first component is a three-component vector consisting of the solu-
tion 1

1
h h
lsol SOL∈  of the task 1

hprb , the solution 2
2

h h
lsol SOL∈  the task 2

hprb , and the coordinating condition 
*met METγ ∈ , and the second component is the coordinating influence qe Eα ∈ . Analogous to (4.26), the cor-

respondence (4.34) is not a function. It is multivalued, since it is possible to apply to the same partial task 
prbh to apply several coordinating actions qe Eα ∈ .

Since there is a limit on the number of steps, when l = Nsol, there must be a correspondence

( ){ }1 2 *
3 : , .h h u

l lsol sol MET SOLψ ⊗ → 	 (4.35)

The elements of the correspondence ψ3 — are pairs of the form ( )( )1 2, , ,h h u
l lsol sol met solγ η , where l = 1,...,  

Nsol −1, γ = 1,…,NMET; η = 1,…,Nsu with the first component being a three-component vector consisting of the 
solution of task, the solution 1

1
h h
lsol SOL∈  of task 1

hprb , the solution 2
2

h h
lsol SOL∈  the task 2

hprb  and the coor-
dinating condition *met METγ ∈ , and the second component being the solution u usol SOLη ∈  task metu. If ψ3 
is absent, that is, if, as a result of the search for the elements of ψ3,  it is found that 3ψ =∅ , then the 
decision-maker (DM) must modify the set of coordination conditions MET*: introduce new conditions and 
remove some of the old ones.

The correspondence ψ3 is a subset of the set 1 3 1,ψ ψ ⊆ψ , since the only difference is that ψ3 spec-
ifies the concrete results of solving tasks 1

hprb  and 2
hprb .

Since not all elements of the correspondence ψ3 have as their second component u usol SOLη ∈ , hat, that 
satisfy the objectives of solving prbu, let’s denote by 

3
DATψ  the set of elements of the correspondence ψ3, 

which second component satisfies the objectives of solving prbu 
3 3DATψ ∈ψ .

Taking the above into account, and considering model (4.25), the model of the k-task can be written 
as follows

31 2 2, , , ,k h hprb SOL SOL DATψ=< ψ > 	 (4.36)

where 1 2,h hSOL SOL  — the input data for the coordinator task prbk, expressed as a combination of numbers, 
words, and expressions;

3 3DATψ ∈ψ  — the final goal of solving the coordinator task prbk;
ψ2 — the set of conditions that specify how the coordinating influences (4.34) are formed after each 

step, as a result of the application of which, after the final step, 
3

DATψ  can be obtained.
On the basis of the above, let’s give the following definition of the coordination process: an iterative 

(multistage) process during which, after each iteration, the decision-maker (DM) analyzes the integrated 
result of solving the set of partial tasks. A coordinating influence is selected for the line of reasoning of each 
expert so that, upon completion of the process of solving the complex task, a maximally comprehensive 
overall result of its solution is obtained.

It may also be noted that as the number of partial tasks increases, the relevance of coordinating their 
solutions grows, since the number of relations (such as information exchange, use of common variables, 
or common constraints) among the task elements increases combinatorially.
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In the present work, the decision-maker models do not consider: Bprof — the base of professional knowledge; 
Btheor — the base of theoretical knowledge; Bprec — the case base (experience).

Let’s consider how the IDSS functions according to (4.37). Let the decision-maker be given a task prbu, 
which he or she reduces to partial tasks 1 , ,

h

h h
Nprb prb . By analyzing (4.23) and (4.35), the following conclu-

sions can be made: GLh is contained in Bprec and Bfacts — experience combined with facts allows the expert 
to determine what result should be obtained; METh is contained in Bprof, Btheor, Bprec, METprti, Sprti and Inprti; DATh 
is contained in Bfacts.

In traditional IDSSs, described, for example, in [2], each expert, prtq, q=1,…,Nprt receiving his or her partial 
task , 1, ,h

j hprt j N=  , finds its solution using his or her professional knowledge Bprof and theoretical know
ledge Btheor. After completing the solution process, the expert provides the result h j h

jsol SOL∈ , where h
jSOL  

— the set of results obtained from solving the task h
jprt , which can be represented as the correspondence ψ4

4 : ,h U hDAT B SOLψ ⊗ →  .U
prof theorB B B= ∪ 	 (4.37)

The elements of the correspondence ψ4 are tuples { } { }( ), ,h u hdat b solσ β γ , where σ = 1,…, Ndath; β = 1,…, Nb;  
γ = 1,…, Nsh, in which the first component is a two-component vector consisting of the list of input data 

{ } ,h h hdat dat DATσ σ ∈  and the list of knowledge used by the expert { } ,u u Ub b Bβ β ∈  (professional knowledge — 
production rules; theoretical knowledge — analytical dependencies), and the second component is the result 

u hsol SOLγ ∈  of solving the task prbh.
The correspondence ψ4 is not a function (it cannot be represented analytically or computed by nume

rical methods), since the expert’s knowledge and the results of solving the task element can be expressed 
in natural language. It is ambiguous, because with an incomplete set of input data, the expert may propose 
several alternative results; it is subjective, since each solution of task prbh corresponds to at least one ele-
ment from and it is not injective, as not every element of  h UDAT B⊗  corresponds to a solution of task prbh.

Let denote the number of stages into which the experts divide the process of solving partial tasks, and 
let ΔNsol, and h

lsol  — be the result of solving the partial task at the l-th stage, l = 1,..., Nsol. A time interval Δt, is 
allocated to each stage, since in practical tasks the total time T for solving the complex task prbu, is strictly  
limited, and with Δt being constant, the number of stages is determined by the formula

/ .solN T t= ∆ 	 (4.38)

It should be noted that in the process of solving a partial task prbh, due to the coordinating influences 
of the decision maker, the input data DATh in (4.40) may be modified — additional information may be in-
troduced, or outdated information may be replaced with new information. Let h

lDAT  the input data for the 
l-th stage, l = 1,...,Nsol. So  1

hDAT  — the output data obtained from the decision maker, where 1
h hDAT DAT= ,  

and h
lDAT , l = 2,...,Nsol — the output data of the subsequent stages. The index l denotes the stage number 

at which the output data are used. Let’s define 1
h

lDAT+  — the output data of the (l+1)-th stage obtained 
after the coordinating influences of the decision maker concerning the modification of the data of the 
l-th stage.
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4.2.2   CONCEPTUAL MODEL OF COORDINATION IN INTELLIGENT DECISION SUPPORT SYSTEMS

In the previous section, the coordinator model (4.36) was obtained. In an IDSS, the decision-maker (DM) 
functions as this element: it decomposes a complex task into a series of partial tasks, provides input data 
to the experts, and collects the solution results.

The drawback of existing IDSSs lies in the fact that coordination is performed only once — at the end 
of the problem-solving process — when the DM, after aggregating the results of solving the partial tasks into 
a single solution, draws a conclusion about its adequacy. If the integrated result is assessed as unsatisfac-
tory, the possibility of solving the task anew may be lost. Therefore, it is relevant to develop IDSSs in which 
coordination occurs continuously throughout the process of solving a complex task.

Based on the IDSS model [6] and the model of a complex task with coordination, it is possible to con-
struct the model of an IDSS with coordination

, , ,dm dmDSS PRT prt R=< > 	 (4.39)

where PRT = {prtq|q = 1,…,Nprt} — a set of expert models; prtdm — the decision-maker model; Rdm = {rdm q|…,Nprt} — the 
relations between the decision-maker and the experts, for example, relations of information exchange.  Each 
expert works strictly within his or her own domain of knowledge prtqS S∈ , where S — the set of all domains 
of knowledge necessary for solving a complex task, and does not engage in any partial tasks outside his or her 
own domain q wS S∩ =∅, for q,w = 1,…,Nprt; q ≠ w. Based on the considerations in [5] and taking into account 
that in real tasks the partial tasks are solved by experts step by step, the expert model can be expressed as

, , , , , , , ,q prof theor prec facts prtq prtq prtqprt B B B B MET S In t=< ∆ > 	 (4.40)

where Bprof — production base of professional knowledge; Btheor — production base of theoretical knowledge; 
Bprec — case base (experience); Bfacts — fact base; METprtq — set of reasoning methods; Sprtq — description of the 
expert’s domain of knowledge, for example, in mathematics this includes the description of the mathemati
cal language, basic concepts, and operations; Inprtq — interpreter that ensures the execution of a sequence 
of  rules for solving a problem based on  facts and rules stored in  the databases and knowledge bases;  

t∆  — the period during which experts provide intermediate solutions.
The decision-maker model can be constructed by analogy with (4.38)

, , , , , , , , , ,dm
prof theor prec facts ext prtdm prtdm prtdmprt B B B B B MET S In E T=< > 	 (4.41)

where Bext — production knowledge base concerning how to perform reduction, aggregation, comparison, 
and coordination; E — the set of coordinating processes; T — the time required to solve the complex task.

Expression (4.39), in comparison with (4.38), has significant differences. The production knowledge base 
Bext concerns how the decision-maker manages the process of solving a complex task. This knowledge comes 
from other experts. The set E describes how the decision-maker can coordinate the work of the experts.  
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The sequence scheme of the stages of the expert’s work on finding a solution to the partial task πh can 
be described as follows

{ } { } { }1 1, , ,h U h h h
l l lDAT B sol sol sol−⊗ ⊗ ⊗ ⊗ ⇒  .1, ..., soll N= 	 (4.42)

Output data h
lDAT , l = 1,…,Nsol at each stage are supplemented by coordinating influences e Eα ∈ , is-

sued by the decision maker to the expert, which are determined based on the integrated result of the task 
solution prbu at the (l—1)-th stage. In some cases, the decision maker may issue several coordinating influ-
ences to each expert. Let’s assume that each expert receives one coordinating influence of a single type. 
Let’s define the correspondence ψ5

{ }5 ,u
l extsol B Eψ ⊗ →  .1, ..., 1soll N= − 	 (4.43)

The maximum value of  l equals Nsol-1, because after Nsol the stage, it  is no  longer possible to apply 
coordination, since the final result has been obtained; u

lsol  — the integrated result of the task solution prbu 
at the l-th stage; { }1 , , NE

ε
= ε ε  — a set of vectors of the form ( )1 6

1 , ,
prtNe e , each component of which is a 

coordinating action for the expert, qe Eα ∈ , q = 1,..., Nprt.
Since the knowledge about integration is included in Bext the decision maker (4.40), the integrated result 

u
lsol  of solving the complex task prbu can be expressed as follows

{ } { } { }1 ,hh Nh u
l l ext lsol sol B sol⊗ ⊗ ⊗ →

	 (4.44)

where 1 , , hh Nh
l lsol sol  of solving the partial tasks 1 , ,

h

h h
Nprt prt  accordingly.

The elements of  the correspondence ψ5 — tuples { }( )( ), ,u
l ext psol bµ ε , so  l = 1,…, Nsol, 1, , Nµ

µ = µ ,  
p = 1,…, Nε where the first component is a two-component vector consisting of the integrated result u

lsol  
solution of the task prbu at the l-th stage and the list of the DM’s knowledge used concerning how to perform 
comparisons, and e E∈  for the expert.

At the Nsol-th stage (l = Nsol) the vector of coordinating influences ( )1 6
1 , ,

prtNe e , α = 6, i.e. DM that is, 
the DM does not issue coordinating influences to the experts but only aggregates (performs the integra-
tion of the solutions to the prth tasks into a single, integrated solution u

lsol  of the complex task prtu) the 
results of their work. If the obtained integrated result u

lsol  does not satisfy the DM, it must revise the initial 
data of the task prbu. It  is necessary to change h

lDAT  for all prth or change the list of  its knowledge Bext 
and the experts’ knowledge Bprof (models (4.40) and (4.39)), and after that, initiate the repeated operation 
of the DSS. The correspondence ψ5 is not a function (cannot be expressed analytically or computed), since 
the DM’s knowledge and the integrated result of the task solution prbu can be represented in natural lan-
guage. It is unambiguous since each expert is assigned a specific coordinating influence qeα, and therefore, 
the correspondence ψ5 uniquely determines only one vector e E∈ . It is subjective, because to each vector 
e E∈  there corresponds at  least one element { }u

l extsol B⊗ , and not injective, because not every element 

{ }u
l extsol B⊗  corresponds to a vector e E∈ .
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The analysis of the above-described model of the IDSS with coordination allows the following conclu-
sion to be drawn. In this case, the errors in solving the complex task will be detected and corrected before 
obtaining the result of solving the complex task prbu. Previously, this required repeated solutions.

4.2.3   MATHEMATICAL MODEL OF THE FUNCTIONAL HYBRID SYSTEM WITH COORDINATION

In [5], the following conceptual model of the IDSS, based on the automaton approach [7—9], is present-
ed, designed for solving a complex task prbu

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

( )

1 1 1

1 1 1

1 1 1

2

, , ,

, ( ), ( 1) ( ), ( 1)

( ), ( ) , ,

, ,

res met res pr res pru u u u ui u uo
A A A A

res st st st pr stu u u u ui u
A

st pr res res pr prup uo e e ui ei

pr st eo uo

res R res met R res pr R res pr

R res st R st t st t R pr t st t

R st t pr t R RES RES R pr PR

R PR pr

=

+ +

  

   

   



	 (4.45)

where t — model time, t ∈;
 — concatenation symbol; 

u
Ares  — the IDSS-aggregate as a resource for solving a heterogeneous task;

metu — the integrated method for solving a heterogeneous task;
prui — output data DATu [5] solution of a complex task prbu, that are transmitted to the input of one or several 
elements rese, constructed according to scheme (4.45) in accordance with the decomposition 

u
prb  task prbu;

pruo — the output of one or several elements rese, constructed according to scheme (4.45) in accordance with 


u
prb , which is the goal GLu of solving the task prbu;
stu(t) — the state of the IDSS at time t;
RESe — a nonempty set composed of elements rese, constructed in accordance with scheme (4.45);
PRei, PReo — the set of properties “input” and “output” of the elements from RESe accordingly;

1
st stR , 1

pr stR , 1
st prR  — relations of the functioning of the IDSS;

1
res resR  — relations of integration [5] of the elements;

1
pr prR  — relations between the inputs of the IDSS and the inputs of the elements;

2
pr prR  — relations between the outputs of the elements and the outputs of the IDSS.

The element rese models the solution of a homogeneous partial task or performs auxiliary operations, 
constructed according to an autonomous method mete and possesses the properties ePR PR⊆ , the most 
important of which are “input” prei, “output” preo i “state” sti. Conceptual model of an IDSS element

( ) ( ) ( )
( ) ( ) ( )

( )

1 1 1

1 1 1

1

, , ,

, ( ), ( 1) ( ), ( 1)

( ), ( )

res met res pr res pr

r

e e e e

e

e ei eo

es st st st pr ste e e ei e

st pr e eo

R met R pr R pr

R s

res res res res

t R st t st t R p

p

r te r t ts s

R st t r t

=

+ +

  

   



	 (4.46)
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where 1
st stR  1

pr stR , 1
st prR  — the “state — state”, “input — state”, and “state — output” relations, respectively. Among 

the set of { }| 1, ,e e
y metMET met y N= =   autonomous methods, it  is possible to distinguish 1

emet  : analy- 
tical computations, 2

emet  neurocomputations, 3
emet  fuzzy computations, 4

emet  reasoning based on expe-
rience, evolutionary computations, 6

emet  statistical computations, 7
emet  and logical reasoning. If between 

an element rese and an autonomous method, e
ymet  a relation is established ( )1 ,res met e e

yre metsR , it is possible 
to denote the element e yres .

Relations 1
pr prR  2

pr prR  (4.44) are defined on sets of variables DATu, GLu, and on sets of variables DATh, GLh 
of the partial tasks included in the complex task.

In [5], three possible cases are given:
1) a set of variables for prbu coincides with the set of variables for prbh, so DATu = DATh, GLu = GLh;
2) the set of variables for prbh — a subset of the corresponding set prbu, so DATh = DATu, GLh = GLu;
3) the set of variables of a subset of the corresponding set prbh, so DATh = DATu, GLh = GLu.
Since the automaton approach is used for modeling, the state of the automaton is  influenced only 

by the input signal. The output signal depends on the state of the automaton at the previous moment of au-
tomaton time and on the input signal.

The extension of models (4.43) and (4.44) is carried out based on the following considerations. In the 
process of coordination, the intermediate states of the solutions to partial tasks are monitored [11]. In the 
adopted notations (4.43), (4.44), these states are understood as the states (solution results) of the functional 
elements rese, that simulate the solutions of partial tasks prbh. From the analysis of these states, the prop-
erties of the “input” change during coordination prei of one or several elements rese.

To take this fact into account, let’s introduce into the conceptual model of the IDSS (4.43), (4.44) the 
triple ( )1 ( ), ( 1)st pr u uiR st t pr t + . In other words, based on the state of the IDSS stu(t) at time t, the output data 
change prui (t + 1) for the IDSS, but already now in time t+1, that is, for the next iteration. Many 1

st prR  establish 
relationships between the state stu(t) hybrid u

Ares  (4.43) at the current model time t and the state of the 
inputs of one or several elements rese at the next step. 

To make the necessary change to the inputs prei of one or several functional elements rese for (4.44) 
let’s introduce the triple ( )1 ,st act u ekR st act , where { }1 , ,

prt

ek ekek
NACT act actα α=   — a set of concepts denoting 

coordinating actions, which is  identical to the set of coordinating actions E  (4.30), where α — the type 
of coordinating influence, α = 1,…,6.

The modified conceptual model for the IDSS with coordination

( )1 ( ), ( 1) ,st pru u u ui
A Ares res R st t pr t= +

	 (4.47)

and the modified model of the IDSS element

( )1 , .st acte u ekeres r R st ae cts=  	 (4.48)

Relationships 1
st prR  and 1

st actR  are not predetermined, just as  1
st stR  1

pr stR , 1
st prR  are recorded in the course 

of the IDSS operation and are the result of solving the k-task prbk (4.33).
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Let’s consider an example of an IDSS consisting of three elements 1
1
eres , 6

2
eres , 7

3
eres  for solving partial 

tasks, which it is possible to call functional [5], and one coordinating (technological) element 7e
kres  for solving 

the k-task, which determines the order of interaction of the functional elements. The input of the IDSS re-
ceives the initial data DATu, divided among the functional elements according to the decomposition  

uu
prb PRB∈  

of solving a complex task prbu. At the output, it is possible to obtain the results of the operation of the functional 
elements 1

1
eres , 6

2
eres , 7

3
eres , integrated into the overall solution SOLu of the complex task prbu.

At each moment in time, lt  the state of all elements is recorded (polled) e y
qres . After that, 7e

kres  based 
on the state stu(tl), the IDSS issues a coordinating action ek ek

qact ACTα ∈  for each element e y
qres . In the pro-

cess of processing by the technological element 7e
kres  state ( )u

lst t  of the IDSS, that is, the solution of the 
k-task prbk the state changes of the technological element 7e

kres . Moreover, the time τ’, allocated for such 
processing, must not exceed the period after which the state of the IDSS is recorded

/ ,solT Nτ ≤′ 	 (4.49)

where T — the time allocated for solving the complex task prbu; Nsol — the total number of stages. The transi-
tions between the states of the functional elements of the IDSS occur abruptly, since between the moments 
in time tl this state e y

qres  does not change.
Below is the conceptual model of the operation of the IDSS constructed according to (4.45) and (4.47)
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     



( ) ,pt ′

	 (4.50)

where “⇒” denote the relations Rst st, that link states from different subspaces and define the transition 
from one homogeneous space to others during the functioning of the IDSS; “→” — the transition between 
states within the corresponding subspace. The transitions “⇒” from the subspace of the technological 
element 7e

qres  model the issuance of coordinating actions from the decision maker to the experts. And the 
set of transitions “⇒” and “→” allows modeling and tracing the process of self-organization during the 
operation of the IDSS.

In (4.49), curly brackets denote the beginning and completion of the parallel operation of the functional 
elements. From the model, it is evident that after each fixation of “}⇒” of states, functional element e y

qres  
control is transferred to the technological element 7e

qres , and after it changes its state, control is trans-
ferred to a group of functional elements of the IDSS.
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This model is related to the conceptual model presented in [5]

( ) ( ) ( )
( ) ( ) ( )

1 1 1

2 2 2

1
.

1

e e e

e e e

st t st t st t n

st t st t st t n

 → + → → + 
 

→ + → → +  





	 (4.51)

The model (4.49) is based on the idea that the same homogeneous task can be solved in parallel by dif-
ferent functional elements of the IDSS. The relations of integration among the elements arise as internal 
nonverbal images in the user’s memory, allowing them to compare the dynamics of modeling a complex task 
from different viewpoints, which makes it possible to perceive aspects that cannot be revealed through 
modeling with a single model. In model (4.48), another assumption is developed: the inclusion of the DM 
model within the mathematical model of the IDSS leads to the emergence of a self-organization effect.

4.3	 CONCEPTUAL MODEL OF CONSISTENCY IN INTELLIGENT DECISION SUPPORT SYSTEMS

Consistency is understood as the degree of similarity among the goals of  the IDSS participants. 
According to [13], a goal is a state of affairs that the decision-maker (DM) seeks to achieve, and which 
has a certain subjective value for them. In [3], a goal is defined as an ideal anticipation of the result 
of activity that acts as its regulator, while in [7] it  is described as a situation or set of situations that 
must be achieved during the functioning of the system within a specified time frame. Generalizing these 
definitions, it is possible to identify the main characteristics of a goal: it represents the state of the con-
trol object, acts as a regulator of activity, has a temporal nature (a function of time), and is subjectively 
valuable to the DM.

Definition 7. Goal pr gsu of the expert as a control subject res su — state st pou of the control object res su, 
which has value (utility) for the expert pr csu, that determines its activity (sequence of actions) act dsu, which 
must be achieved within a period of time pr t.

The scheme of conceptual goal models can be represented in the form of

( ) ( ) ( )
( ) ( )

, , , ,

, , ,

res st res pr res actgsu ou pou su csu ou dsu

act act act prdsu su su su t

pr R res st R res pr R res act

act R ACT ACT R ACT PR

=

=

 



	 (4.52)

where Rres st — the “resource — state” relations, which assign to the control object its state;
Rres pr — the “resource — property” relations, which determine the subjective usefulness of the state of the 
control object for the expert (the control subject);
Rpr act — the “property — action” relations, which assign to the target state a sequence of actions act dsu;
ACT su — the set of possible actions of the expert;
R act act — the “action — action” relations that determine the order of actions dsu suact ACT∈  in the sequ- 
ence act  dsu;
R act pr — the “action — property” relations between actions with CTsu and the time of their execution PRt.
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The state st pou of the control object res ou is determined by the values of its properties

( ) ( ), , ,res pr pr valpou ou ou ou oust R res PR R PR VAL= 

where R res pr — the “resource — property” relations, which define the set of properties of the control object, 
and Rpr val — the “property — value” relations, where each property of the control object is associated with 
a set of values. One of the properties in the set Pr ou may represent the time associated with the functioning 
of the control object. In this case, the expert’s goal also becomes dynamic and changes over time.

Since, as noted above, the properties of the control object are considered variable when recording 
cause-and-effect relationships in one or another modeling method, several tools may be used in goal set-
ting. This leads to the complexity of modeling decision-making when it is necessary to compare partial goals 
described by different methods. Such a situation arises, for example, when Pareto-optimal solutions exist, 
and it is necessary to select only one of them. Let’s assume that there is a control object with two properties 

1
oupr  i  2

oupr , as well as two states of the control object 1
poust , and 2

poust , so  1
poust  closer to the target state, st pou, 

than 2
poust , according to the first criterion 1

oupr , and 2
poust , according to the second one 2

oupr .
If the properties are represented by different variables (for example, stochastic and fuzzy linguistic 

ones) processed by different methods, it will be difficult to select one of the solutions. However, if the prop-
erties are represented by variables of the same type, it is possible to define a metric in a two-dimensional 
space of vectors representing the admissible states of the control object and determine the distance be-
tween 1

poust  and poust , and also 2
poust  and poust , after which they can be compared with one another. To avoid 

such situations, it is possible to choose a single method for representing all properties that define the state 
of the control object, and consequently, those used in describing the goals of the decision-maker (DM) and 
the experts. Analysis has shown that the apparatus of fuzzy set theory [10] is relevant for this purpose.

Definition 8. A fuzzy goal of an expert prgsu — a fuzzy set defined on the set of states of the control 
object pouST ST⊆ , with a membership function ( )gsupr poustµ , or, for brevity μgsu (st pou).

The membership function μgsu (st pou) takes values on the set of real numbers within the interval [0; 1]. 
The greater its value, the closer the state of the control object st pou is to the expert’s goal st gsu. The state st pou 
of the control object is described by a set of its properties { }1 , , ou

pr

ou ou ou
N

PR pr pr=  , represented by variables 
belonging to one of the classes listed in [5], that is

( ) ( )1 , , .ou
pr

gsu pou gsu ou ou
N

st pr prµ = µ  	 (4.53)

The value of the membership function is determined by substituting into (4.52) the values from the set 
VALou of the control object’s properties corresponding to this state, that is, it is described by the expression 

( )1 , , ou
val

gsu ou ou
N

val valµ  .
A fuzzy goal of an expert can be represented using one of the methods for constructing membership 

functions of fuzzy sets considered in [7]. The choice of method is determined by the IDSS developer. Below, 
to describe the causal relationships between goals and the interaction relations of experts, direct me
thods [7] for constructing fuzzy goals are used.
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When the experts’ goals are formalized, pairwise comparison can be performed, and the degree of 
closeness can be determined. One of the options for determining the degree of closeness between experts’ 
goals is the calculation of the Euclidean or Hamming distance between fuzzy sets [4, 5].

However, their application to determining the degree of similarity of experts’ goals is problematic: they 
are computed only under the condition of convergence of the series or integrals used in them. Otherwise, 
when min

ouval = −∞ or  max
ouval =∞ where min

ouval  and max
ouval  the minimum and maximum values of the property 

prou, that describes the state stpou, the distance will be equal to infinity, even if one set includes another. 
In this case, a measure of similarity of fuzzy goals is proposed [6, 10, 12]
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Analysis shows that, unlike the Euclidean or Hamming distance, relation (4.53) should be considered 
a measure of similarity between fuzzy sets rather than a distance between them, since it does not satisfy 
some of the conditions (specifically, (4.54) and (4.55)) required of a distance function in mathematics:

( )
( ) ( )

, 0,

, , ,

d X Y

d X Y d Y X

≥

=

( ) ( ) ( ), , , ,d X Z d X Y d Y Z≤ + 	 (4.55)

( ), 0.d X X = 	 (4.56)

After determining the measure of similarity between the experts’ goals, it becomes possible to define 
the type of relations among them based on the level of consistency. Let’s represent this as fuzzy sets on the 
universe of values of the similarity measure of goals s (on the set of real numbers within the interval [0;1]). 
The study identifies three types of relations according to the degree of consistency: competition, neutrality, 
and cooperation. The greater the value of the measure of similarity of the experts’ goals (4.53), the closer 
their interaction.

Thus, the membership function of the fuzzy set “cooperation” should attain its maximum value at 
s = 1, while the membership function of the fuzzy set “competition” should attain its maximum at s = 0. 
The maximum of the membership function of the fuzzy set “neutrality” should be equidistant from these 
maxima, that is, located at the point s = 0.5. The membership functions of the fuzzy sets representing the  

relations of competition “competition” (s) =, of neutrality ( )( )( ) 18

neutrality" " ( ) 1 6 0,5s s
−

µ = + ⋅ − , and coopera-

tion ( )( )( ) 18

cooperatio" n" ( ) 1 6 0,5s s
−

µ = + ⋅ − .
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Let’s represent the relations between the participants of the IDSS according to the degree of consisten-
cy of the linguistic variable cl — “type of relation”

, , , , ,cl cl cl cl clcl T U G M= β 	 (4.57)

where βcl= “type of relation” — the designation of the linguistic variable;
Tcl= {“competition”; “neutrality”; “cooperation”} — the set of names of the linguistic values of the variable 
(term set), which constitute the designations of the fuzzy variable;
Ucl =[0;1] — the domain of definition (universe) of fuzzy variables included in the definition of the linguistic 
variable;

clG =∅ — a syntactic procedure that describes the process of formation of new terms from the elements 
of the set T;

{ }e" " "competition neutrality coop ratio" " "n( ), ( ), ( )clM s s s= µ µ µ  — a semantic procedure that assigns to each term of the 
set T and to the terms formed by the procedure G a fuzzy set [6, 10, 12].

The value of the linguistic variable cl  (type of relations) is the term with the maximum value of the 
membership function. To calculate it, it is necessary to determine the value of the membership function for 
each fuzzy set representing the relations and compare them with one another.

The fuzzy set with the maximum value of the membership function corresponds to the type of re-
lations established between the pair of experts. It is possible to define the mapping “relation classifier” 

( ) *: , , , ,cl
i j i jrcl prt prt T ag ag AG i j→ ∈ ≠ , which assigns to each pair of participants of the IDSS (prti prtj), 

one of the terms cl
kt  of the linguistic variable cl, that is, the type of relation. The mapping is defined as 

follows:

( ) ( )( )( ): , argmax , ,cl
kcl cl

k

gsu gsu
i j p qt

t T
rcl prt prt s pr pr

∈
= µ 	 (4.58)

so  ( ) ( )1 1, , , , .res pr res prgsu gsu
i p j qr prt pr r prt pr i j≠

Many values of  this mapping form the matrix RCL, which classifies the relations among the 
IDSS participants. The rows and columns of  the matrix represent the participants, and the elements 

( ),i j i jrcl rcl prt prt=  — the class of relations among them. This matrix is used to  identify the collective 
decision-making situation for the complex task.

Depending on the classes of relations present in the IDSS, three collective decision-making situations 
(micro-level IDSS models) can be distinguished for the task:

1. The cooperation situation  coopdss , when the IDSS consists of cooperative and neutral participants and 
there are no competitive relations.

2. The neutrality situation  neutdss  occurs when all relations in the IDSS are neutral.
3. The competition situation  compdss  occurs when the IDSS contains at least one pair of experts with 

a competitive relationship.
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In such IDSSs, neutral and cooperative participants may also be present. In the presence of cooperative 
participants, they are regarded as a single notional participant; in this case, all remaining participants are 
either competitive or neutral.

Thus, the process of self-organization based on goal analysis can be divided into two parts: identifica-
tion of the current collective decision-making situation (the micro-level model of the IDSS) and selection, 
from the set of possible situations, of the desired collective decision-making situation that is relevant to the 
conditions of the given task. Taking this into account, the self-organization model (4.27) can be rewritten 
as follows

( ) ( )  ( )
( ) ( ) ( )
( ) ( ) ( )

2 1 1

3 2 1

2 1 2

, , ,

, , ,

, , , ,

res act act res res resgoa sen sen

res res res act act resdm dm
curia ia

res act act res act resdm
desac ac ac

so r dss ACT r ACT env R DSS DSS

r dss prt r prt act r act dss

r prt act r act DSS r act dss

=   

   

  

	 (4.59)

where actia — the DM’s action “identification of the current collective decision situation”;
actac — the DM’s action “selection of the desired collective decision situation from the set of possible ones”;


curdss  — the current collective decision situation (micro-level model of the IDSS);


desdss  — the collective decision situation desired by the DM in terms of the task parameters and its knowl-
edge about the effectiveness of a particular situation from the set DSS  of possible in the IDSS;

2
res actr  — the “performs” relation, which links a subject and the action it performs;

1
act resr  — the “has as an object” relation, which links an action and its resource;

2
act resr  — the “has as a result” relation, which links an action and the result of its execution.

The first stage of identification actia (4.58) collective decision situations — formalization of the experts’ 
goals considering the definition of the fuzzy goal (4.52). After the fuzzy goals of all experts have been de-
termined, the next stage of identification is performed, actia (4.58), collective decision situations — pairwise 
comparison of goals and determination of their degree of consistency using measure (4.53).

Next, the type of relations between the experts is determined according to the degree of consistency 
using the linguistic variable cl “type of relation” (4.56).

The final stage of identification actia (4.58) collective decision situations — recognition of the collective 
decision situation using the matrix CL’. Depending on the classes of relations present in the matrix CL’, 
three collective decision-making situations are distinguished: cooperation  coopdss , neutrality  neutdss , and 
competition  compdss .

After identifying the current collective decision-making situation, the decision-maker (DM) selects 

acact  (4.58) from the set of possible collective decision-making situations that correspond to the conditions 
of the given task. Depending on the task parameters and their knowledge of the effectiveness of a particular 
collective decision situation, the decision-maker (DM) may seek to establish one of them. This is neces-
sary to increase the efficiency of the IDSS operation or to attempt to change it if the discussion reaches  
an impasse.
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CONCLUSIONS

The study proposes a polymodel complex for managing the resources of intelligent decision support 
systems. The novelty of the proposed polymodel complex is:

— in a comprehensive description of the process of functioning of intelligent decision support systems. 
This allows to increase the accuracy of modeling intelligent decision support systems for subsequent man-
agement decisions;

— descriptions of both static and dynamic processes that occur in intelligent decision support systems;
— ability to simulate both a single process that takes place in intelligent decision support systems, and 

to comprehensively simulate those processes that take place in them;
— in establishing the conceptual dependencies of the process of functioning of intelligent decision support 

systems. This allows to describe the interaction of individual models at all stages of solving calculation tasks;
— descriptions of coordination processes in hybrid intelligent decision support systems, which im-

proves the reliability of management decision-making;
— modeling of processes for solving complex calculation tasks in intelligent decision support systems, 

due to the conceptual description of the specified process;
— coordination of calculation processes in intelligent decision support systems, which achieves a de-

crease in the number of computing resources of systems;
— complex dispute resolution, due to a complex of appropriate mathematical models.
The proposed polymodel complex should be used to solve the task of resource management of intelli-

gent decision support systems characterized by a high degree of complexity.
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