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Abstract

In this section of the research, intellectual methods for assessing the state of unmanned aerial 
vehicle (UAV) channels are proposed. During the study, the authors:

1. Developed an intellectual method for assessing the state of UAV channels based on the appli-
cation of fuzzy set theory and artificial neural networks, which, while being sufficiently simple, allows 
for obtaining highly accurate solutions. The distinctive features of the proposed method include:

– simultaneous assessment of the UAV channel state based on multiple evaluation indicators 
(impulse response, frequency response, and bit error rate);

– real-time continuous assessment of several channel state characteristics;
– continuous assessment of multiple channel state characteristics in both the downlink and 

uplink channels;
– obtaining channel state assessments for each indicator on separate layers of the neural 

network through the construction of membership functions;
– following the assessment of individual channel characteristics by separate neural network 

layers, a generalized channel state assessment is formed at their output.
2. Proposed a methodology for identifying the state of UAV control and data transmission channels. 
The novelty of the proposed methodology lies in: 
– considering a corrective coefficient during calculations to account for the degree of uncer-

tainty regarding the state of UAV channels; 
– adding a corrective coefficient to address data noise resulting from distortions in information 

about UAV channel states; 
– reducing computational costs when assessing the state of UAV channels; 
– enabling calculations with input data of various natures and units of measurement. 

KEYWORDS

Artificial intelligence, heterogeneous data processing, control and data transmission channels, 
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5.1 Development of a method for intellectual assessment of unmanned aerial 
vehicle channel states

A generalized (comprehensive) assessment refers to obtaining an evaluation of the state of 
each UAV channel by a separate layer of the neural network based on frequency response, impulse 
response, and bit error rate [1–21]. After the layers of the neural network perform their evalu-
ations, a generalized channel state assessment is formed at its output [22–30]. This generalized 
assessment enables the determination of mechanisms for adjusting UAV channel characteristics 
in terms of power level, frequency range, and conducting a quantitative evaluation of interference 
impact using the bit error rate [31–41]. 

Fig. 5.1 illustrates the principle of using an artificial neural network for assessing UAV channel 
state parameters.
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(neural filter) W(k) ^

+

+
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+
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 Fig. 5.1 Principle of adaptive assessment using an artificial neural network (ANN)

The method for intellectual assessment of UAV channel states, the implementation algorithm 
of which is shown in Fig. 5.2, consists of the following stages.

1. Input of initial data.
The parameters of the transmitting device and the communication channel are entered 

Ψ = {ψi}, i m= 1, , where ψ1 …ψm – the signal ensemble positionality М, and the maximum pow-
er of the useful signal are specified Pc maks, threshold values for the signal-to-noise ratio (SNR) are 
specified Qthr

2 , the information transmission rate is specified vi, parameters of the error-correcting 
code are specified (code rate R; the number of errors the code can correct s).

Constraints: modulation type – quadrature amplitude modulation (QAM), phase modulation (PM); 
signal ensemble dimensionality: 4 ≤ М ≤ 256; type of error-correcting code – convolutional codes 
with a rate R = 0.5−0.9.
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2. Assessment of the UAV channel state.
Let’s explain the procedure for assessing the channel state. The channel state assessment 

procedure involves obtaining a comprehensive evaluation of the UAV channel state. This procedure 
includes the parallel calculation of the channel’s impulse response x1, the frequency response of the 
channel state x2 and the bit error rate x3.

Thus, obtaining a comprehensive evaluation of the UAV channel state can be represented [1–9] 
as follows:

y f x x xn� � �1 2, ,..., .

Artificial neural networks (ANNs), which are adaptive systems simulating the functionality of 
the nervous system of living organisms, are widely used for adaptive signal processing, modeling, 
analysis, and evaluation of the performance of UAV channels. 

Adaptive filters using ANNs are capable of functioning effectively under conditions of a priori 
uncertainty about the properties of the external environment [10]. In the proposed method, each 
layer of the neural network evaluates an individual characteristic of the UAV channel state. Subse-
quently, the output of the neural network forms a generalized assessment of the UAV channel state.

3. Evaluation of the frequency response of the UAV channel.
Let the signal received at the analyzed frequency be represented as Аs(t) and the additive 

concentrated interference Вn(t) is a narrowband, quasi-stationary normal random process with a 
symmetric spectrum. Under these assumptions, these processes can be represented through their 
quadrature components [11]:

A t Y t t Y t ts s s n s( ) ( )cos ( )sin ,� �� �  (5.1)

and

B t X t t X t tn s n n n( ) ( )cos ( )sin ,� �� �  (5.2)

where Ys(t), Xs(t) – in-phase; Yn(t), Xn(t) – components represent the signal and interference, re-
spectively; ωs and ωn – denote the mean frequencies of the signal and interference spectra. Going 
forward, it is possible to assume that ωs ≈ ωn = ω0, with ω0 precisely determined.

In the case of Rayleigh fading, which is most typical for channels with multipath propagation 
of radio waves, the quadrature components of the signal Ys(t), Yn(t) and the interference Xs(t), 
Xn(t) are pairwise independent normal Markov random processes with zero mean and variances 
� � �Y Y ss n

2 2� � 2,  � � �X X ns n

2 2� � 2  [42–55].
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The correlation functions of the quadrature components in this case can be expressed as:

R R RY Y Y ss n qw

s( ) ( ) ( ) ,� � � � � �� � � �2e  (5.3)

and

R R RX X X ns n qw

n( ) ( ) ( ) ,� � � � � �� � � �2e  (5.4)

where �
�s

s

�
1

,  �
�n

n

�
1

 – the parameters of the correlation functions characterize the rates of

change of the signal and interference in the quadrature channels of reception, respectively. 
To obtain smoothed estimates of the signal and interference voltages over the evaluation 

interval (y t A ts
� ��( ) lg ( )= 20  and x t B tn

� ��( ) lg ( )= 20 ), the dependencies can be utilized through the cor-
responding estimates of the quadrature components smoothed over the same time interval:

y t Y t Y ts n
� �� ��( ) lg ( ) ( ),� �20

2 2

 (5.5)

x t X t Y ts n
� �� ��( ) lg ( ) ( ).� �20

2 2

 (5.6)

The estimate of the ratio of smoothed signal and interference voltages (levels) is determined 
by the following expression:

s t y t x t( ) ( ) ( ).� �  (5.7)

The model that defines the variation of the smoothed components of the signal Y tqw( ) and 
interference 

X tqw( ) in each quadrature measurement channel in discrete time is described in a 
two-dimensional state space by the vector difference stochastic equation of the form:

X X U� � �( ) ( ) ( ) ( ) ( ),k k k k k� � � � �1 1 1� �  (5.8)

where X� � �( ) ( ), ( )k Y k X kqw qw� � � �1 1 1
T

 – the state vector of the signal and intentional interfer-
ence components:

� � �( ) , ;k y xt t� � � �1 diag e e� �

� � �( ) );( ) ;k e e
y

t ty x� � � �� �1 1diag
2

(1
�

� �
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where U  ( ) ( ), ( )k U k U k= 1 2

T
 – the vector of white Gaussian noise with zero mean and a covariance 

matrix:

Q k y y
t

t
x x

ty

y

x

( )
)

)
;

)
�

�

�
�

�

�

�

�

�diag
(1 e

(1 e
(1 e

(1 e

2� � � �
�

�

�

�

2

2 2

�

�

�

xx t� )
,

where σy
2 and σx

2 – variances; α y and α x – the parameters of the correlation functions of the 
smoothed quadrature components of the signal and interference, respectively.
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 Fig. 5.2 Algorithm for implementing the intellectual assessment of UAV channel states
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The signal and interference in each quadrature measurement channel are observed in an addi-
tive mixture with measurement noise:

� � �Z k k k N kqw qw( ) ( ) ( ) ( ),� � � � � �1 1 1 1A X  (5.9)

where A( ) , ,k � �1 1 1  and N kqw( )+1  – a Gaussian white sequence with zero mean and a cova-
riance function:

R k ln n k l( , ) .,� � �2

The solution to the optimal filtering problem for the state and observation model described by 
equations (5.8) and (5.9) leads to the following recursive computational algorithm [12]:

X K� �� ��

�

( ) ( ), ( ) ( )

( )

k Y k X k k

Z k

y xt
qw

t
qw

qw

� � � � �

� � �

� �1 1

1

e e

e

T
� �� �

�� ���
��

�
��

�
�
�

�
�
�

� �y xt
qw

t
qwY k X k� ��� ��( ) ( ) .e  (5.10)

In expression (5.10), the matrix weighting coefficient is determined as:

K( )

( ) ( )
( ) ( ) ( )

( )
k

t t
t t t

t
n� �

�
� � �

�
1

2
11 12

11 12 22

22

� �
� � � �

�

� �
� � �

�

2

��
� � � �

12

11 12 222
( )

( ) ( ) ( )

,
�

� � �
t

t t t n� � � 2

 (5.11)

where

� �� �
11 11

2 2 2( ) ( ) ),� � �t P k y yt
y

t� � �� �e (1 e

� � �
12 12( ) ( ) ,( )� �t P k y x t� � �e

� �� �
22 22

2 2 2( ) ( ) ).� � �t P k x xt
x

t� � �� �e (1 e  (5.12)

In expressions (5.12) P11(k), P22(k), P12(k) = P21(k) – elements of the mean-square error 
matrix of the estimation after k k-measurement steps.

The computational algorithm described by (5.10)–(5.12) can be utilized for analyzing the qual-
ity of UAV channels using specific test signals. 

When monitoring the quality of UAV channels directly during the information transmission pro-
cess, uncertainty arises regarding the presence or absence of signals in the reception channels. 
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One of the most constructive approaches to addressing this issue is the synthesis of computational 
control algorithms based on the combined application of signal detection procedures and parameter 
estimation for both the signals and concentrated interference.

Let the binary signals A t ls
l( )( )( , )= 1 2  have identical energy and, like the additive interference 

Вn(t) be narrowband, quasi-stationary Markov random processes with symmetric spectra. Fre-
quency-modulated signals A t ls

l( )( )( , )= 1 2  can be represented through their quadrature components:

A t Y t t Y t ts
l

s l n l
( )( ) ( )cos ( )sin .� �� �0 0  (5.13)

Without loss of generality, let’s consider the case of symmetric interference of concentrated 
noise on the signals:

B t X t t X t tn n l n l( ) ( )cos ( )sin .� �� �0 0  (5.14)

For Rician and Rayleigh radio communication channels, the dynamics of the quadrature compo-
nents of the signal and interference at discrete time moments tk (k = 0, 1, 2, …) can, by analogy 
with expression (5.8), be represented by systems of stochastic vector difference equations:

X X Us n s nk k k k k( ) ( )( ) ( ) ( ) ( ) ( ),� � � � �1 1 1� �  (5.15)

where

X s s sk Y k X k( ) ( ), ( ) ;� � � �1 1 1
T

X n n nk Y k X k( ) ( ), ( ) ;� � � �1 1 1
T

U( ) ( ), ( ) .k U k U k= 1 2

T

The matrices Φ(k+1), Γ(k+1) and Q(k) however, instead of the parameters αy, αx and σy
2, 

σx
2 are used, respectively αs, αn and σs

2, σn
2.

It should be noted that the time discretization interval:

�t t t kk k� � ��1 0 1 2( , , ...),  

is chosen under the condition ∆t << min(τs, τn). According to statistical data, the values of the 
correlation intervals for the amplitudes of fading signals (interference) in UAV channels range from 
tenths of a second to several seconds [56–64]. 
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The scalar observation equations for signals and interference in the presence of noise can be 
written as follows:

z k k k t k k ts s

s

( ) ( )cos ( )sin

( ) (

� � � � ��
�

�
� �

� �

1 1 1

1

01 01� � �

�

AX AX

AX

� �

kk k t k k t N ks� � ��
�

�
� � �1 1 102 02)cos ( )sin ( ),� �� �AX  (5.16)

where A = ||l, 1||; χ – a random variable such that:

� �
� �

�
�
�

��

1
0 1

with probability
with probability

P
Q P
;

,

where P, Q – the a priori probabilities of signal transmission U ts
l( )( ) (in particular, P = Q = 0.5); 

N k( )+1  – normal white noise with zero mean and a covariance function R k ln n k l( , ) .,� � �2

The optimal decision rule, according to the ideal observer criterion for a priori equally probable 
transmitted signals, at time Tа = n∆t is defined by the inequality:

� z n( ) ,�� ��
�
�

  0  (5.17)

where the logarithm of the likelihood ratio is expressed in sequential form as:

� �z k
w z k

w z k
z k( ) ln

( ) /

( ) /
( )��� �� �

� ��� ��
� ��� ��

�
�
�

��
� �� �1

1 1

1 0

�

� �� �
� ��� ��
� ��� ��

�
�
�

��
ln

( ) / ( ),

( ) / ( ),
,

w z k z k

w z k z k

1 1

1 0

�

�  (5.18)

where � z( ) .0 0�� �� �
The posterior probability densities w z k z k( ) / ( ),��� ��1 �  in expression (5.18) are Gaussian and, 

in this case, take the form:

w z k z k k k

z k

n( ) / ( ), det ( / )

(

��� �� � � ��� ��� � �

� �
�

1 2 1

1

2
1
2� � �AP AT

exp
)) ( )[ ( )cos ( )sin ]

[ ( / )

� � �� �
�

A

AP

� � �k k k t k k t

k k

s l s l1

2 1

0 0

2

�� �� � �

� AAT �

�



��

�
�
�




	
��

�
�
�

�n
2]

,  (5.19)

where X s s sk Y k Y k( ) ( ), ( ) ;=  

T

 X n n nk Y k X k( ) ( ), ( )= 
T

 – the vectors of estimates of the quadra-
ture components of the signal and concentrated interference, calculated similarly to the algorithm 
in (5.15); P(k + 1 / k) – the transition matrix of estimation errors.

Based on expressions (5.17)–(5.19), let’s arrive at the following recursive computational 
algorithm for joint detection and estimation:
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z k k k k t k k ts n

k

n

( ) ( )[ ( )cos ( )sin ]� � � �� � �
�

�

� 1 1 1

2

0

1

A� � �X X � �01 0 ��

�
�

� � � �� �
�

z k k k k t k k ts n

k

n

( ) ( )[ ( )cos ( )sin ]1 1 02 02

2

0

A� � �X X � �
��

�
1

.  (5.20)

Under conditions of interference structurally similar to the signal, it is necessary to perform 
separate real-time estimation of the amplitudes of the signal and interference without prior deci-
sions on the reception of informational symbols. For this, information about the time autocorrela-
tion functions of the modulated signal and interference at the output of UAV channels is required. 

Such an estimation establishes the degree of influence of the manipulation speed ratio of the 
signal and interference, as well as the rate of change in the characteristics of the propagation 
environment, on the radio channel quality. This enables recommendations to be made for selecting 
optimal operating frequencies for UAV channels, considering the correlation properties of the chan-
nels, signals, and interference. 

4. Evaluation of the impulse response of UAV channels.
The estimation of impulse responses at the k-th step for UAV channels will be represented by 

the weight coefficient matrix of the Focused Neural Network Filter (FNNF) in the form:

H k

W k W k W k

W k W k W k

W

MIMO

l l l
N

l l l
N

� � �

� � � � � �
� � � � � �

11 12 1

21 22 2





   

ll
N

l
N

l
NNk W k W k1 2� � � � � �

�

�

�
�
�
�
�

�

�

�
�
�
�
�



,  (5.21)

where W w w wl
NN NN NN

L
NN� �� ���0 1 1, ,...,

T
 – the column vector represents the samples of the impulse 

response in the direction from the Мt-th transmitter to the Мr-th receiver of the UAV.
5. Evaluation of the bit error rate (BER) for UAV channels.
The measurement results for the bit error rate of a specific signal type are obtained according 

to the mathematical relationships derived in [65–71].
6. Obtaining a generalized assessment of the UAV channel state.
During the channel state evaluations (Steps 3–5), it becomes necessary to form a generalized 

assessment of the UAV channel state.
The primary tool of fuzzy logic, which allows transforming expert knowledge in the form of 

 "IF-THEN" rules into mathematical models, is the membership function [72–80].
For this task, the membership function characterizes the degree of confidence of an expert 

that a certain value belongs to a fuzzy concept (term). Methods of fuzzy logical inference enable 
linking the membership functions of indicators and the signal-interference environment in the pres-
ence of a channel model expressed through "IF-THEN" rules.
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a x xi
p a

i i
x

x
i
p

i

i

� � �
�

�� ,  (5.22)

d d dj
d

d

d
j� � �

�

�� .  (5.23)

Thus, the result of the UAV channel state assessment can be represented as [80–86]:

y f x x xn� � �1 2, ,..., ,  (5.24)

where x x xn1 2, ,...,  – the set of input parameter values of the UAV channel state, and y is the result 
of the UAV channel state assessment.

The ranges of the input parameters x x x i ni � �[ , ], , 1  and the output value y y y∈[ , ] or the 
UAV channel state evaluation is assumed to be known. Here x xi i

�
� � – denotes the lower (upper) 

limits of the input parameters, and x i ni , , , = 1  y y
�
� � – represents the lower (upper) limits of the 

identification result.
Let X x x xn

* * * *, ,...,= 1 2  – be the vector of fixed values of the input parameters of the UAV 

channel state, where x x xi i i

* , ,��
��

�
���

 i n= 1, . The decision-making task is to determine the result x* 

of the UAV channel state assessment based on the information about the input parameter vector 
y* ∈ Y. A necessary condition for the formal solution of this task is the existence of the depen-
dence (5.24). To establish this dependence, the signal-interference environment and the output 
decision on the generalized channel state assessment must be represented as linguistic variables 
defined on universal sets [9, 10, 12, 14–18]:

X x xi i i� �
��

�
���

, ,  (5.25)

Y y y� �
��

�
���

, .  (5.26)

To evaluate such linguistic variables, it is proposed to use qualitative terms that constitute a 
term set [9, 10, 12, 14–18]:

A a a ai i i i
gi�� �1 2, ,...,  – linguistic term of the variable xi, i n= 1, , D d d dm�� �1 2, ,...,  – linguistic 

term of the variable y, where ai
p – p-th linguistic term of the variable xi, p gi= 1, , i n= 1, ; dj – j-th 

linguistic term of the variable y; m – the number of different decisions. The cardinalities of the term 
sets Ai, i n= 1,  can vary, i.e. g g gn1 2� � �� �... . The names of terms a a ai i i

ki1 2, ,...,  may differ for 
different linguistic variables xi, i n= 1, .
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The linguistic terms a Ai
p

i∈  and a Ai
p

i∈  і d Dj ∈ , p ki= 1, , i n= 1, , j m= 1,  must be considered 
as fuzzy sets defined on the universal sets Xi, Y (5.25), (5.26). 

The fuzzy sets ai
p and dj are determined by the relationships [9, 10, 12, 14–18]:

a x xi
p a

i i
x

x
i
p

i

i

� � �
�

�� ,  (5.27)

d d dj
d

d

d
j� � �

�

�� ,  (5.28)

where �a
i

i
p

x� � – the membership function of the variable x x xi ∈[ , ], i n= 1,  to the term a Ai
p

i∈ , 
p ki= 1, ; µd j – and the membership function of the variable y y y∈[ , ] to the term-decision dj ∈ D, 
j m= 1, . In relationships (5.27) and (5.28), the integral symbols indicate the aggregation of pairs µ(u) / u.

Let N – the amount of expert survey data linking the input indicators and the output assess-
ment of the UAV channel state is distributed as follows:

N = g1 + g2 + … + gm,

where gj – the number of expert data points corresponding to an output decision is dj ∈ D, j m= 1, , 
m – the number of output decisions is g1 ≠ g2 ≠ … ≠ gm.

The number of selected expert data points is less than the total possible combinations of 
changes in the input indicators of the UAV channel state. 

After numbering, the known expert data about the channel state can be presented in the form 
of a knowledge matrix [9, 10, 12, 14–18] (Table 5.1). 

The knowledge matrix is formed according to the following rules:
– the dimension of such a matrix is (n+1)×N, where (n+1) – the number of rows, 

N = g1 + g2 + … + gm – the number of columns;
– the first n columns correspond to the input indicators of the UAV channel state xj, i n= 1,  and 

(n + 1)-th column corresponds to the values dj the output decision y, j m= 1, ;
– each row of the matrix represents a specific combination of values of the input indicators of 

the UAV channel state, assigned by an expert to one of the possible channel state values dj the first 
gj rows correspond to the value d1, while the last gm rows correspond to the value dm;

– the element ai
jp, located at the intersection of the i-th column and jp-th row, corresponds to 

the linguistic assessment of the indicator xi in the row of the fuzzy knowledge base with the number jp,  
the linguistic assessment ai

jp is selected from the term – set of the corresponding indicator xi i.e. 
(a A i n j m p li

jp
i j� � � �, , , , , ,1 1 1 ).

Thus, expression (5.24), which establishes the relationship between the input indicators xi and 
the output assessment y, is formalized into a system of logical statements (5.30), based on the 
fuzzy knowledge base represented by the knowledge matrix (Table 5.1). 

Graphically, the process of generalized assessment of the UAV channel can be depicted as 
shown in Fig. 5.3.
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 Table 5.1 Fuzzy knowledge matrix of UAV channels

The number 
of the input 
combination 
of values

Input variables UAV channels Output variables

x1 x2 xi xn Y

11 a1
11 a2

11
… ai

11 … an
11

d1

12 a1
12 a2

12
… ai

12 … an
12

… … … … …

lg1 a g
1
1 1 a g

2
1 1 … ai

g1 1 … an
g1 1

j1 a j
1
1 a j

2
1

… ai
j1 … an

j1

di

j2 a j
1
2 a j

2
2

… ai
j2 … an

j2

… … … … …

jgj a jgj

1 a jgj

2 … ai
jgj … an

jgj

... … … … … …

m1 am
1

1 am
2

1
… ai

m1 … an
m1

dm

m2 am
1

2 am
2

2
… ai

m2 … an
m2

… … … … …

mgm
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From the analysis of the UAV channel functioning under various signal conditions, let’s deter-
mine the directions for assessing the quality of the UAV channel. 

These include the similarity of indicators characterizing the quality of the UAV channel and 
changes during the communication session until the decision on the channel quality is made. 

The formation of the generalized assessment of the UAV channel state can be written as an 
equation:

D k f
Y k Y k

Z k Z k
n

n

� � �
�� � �� �
�� � �� �

�

�
�
�

�

�
�
�

1

1

1 1

1 1

,..., ,

,...,
,

where Y1(k–1) – a vector characterizing the first indicator of the UAV channel quality assessment 
at k–1 the assessment step; Yn(k–1) – a vector characterizing the n-th indicator of the UAV chan-
nel quality assessment at k–1 the modeling step; Z1(k–1), …, Zn(k–1) – vectors characterizing the 
generalized assessment of the channel for each of the quality evaluation indicators. 

In turn, the vector of communication channel quality assessment is determined by the following 
indicators:

Y1, …, Yn, Z1, …, Zn = {k11(x), …, kn(x)}.

The possible states of the signal environment in the channel are defined by the set d ∈ {d1, d2, d3}, 
where d1 – the channel meets the standard (corresponds to maximum frequency efficiency); d2 – in-
dividual quality indicators of the channel exceed the standard and require adjustment; d3 – the channel 
is unsuitable for operation. The task of evaluation is to match each combination of signal environment 
indicators to one of the decisions di, i = 13, .  The indicator g11, …, g21, …, g141, …, g145 will be con-
sidered as linguistic variables [12].

The formation of the generalized assessment of communication channel quality can be repre-
sented as a multi-level hierarchical tree of logical inference corresponding to the following states:

d = fd (Z1 … Zn), (5.29)

Z = fz (Y1 … Yn), (5.30)

Y f g x g x g x g x g xn y n n n n nn
� � �1 2 3 4 5( ), ( ), ( ), ( ), ( ) .  (5.31)

For indicators with a quantitative representation, the range of variation is divided into four 
quanta. This enables the transformation of the continuous universal U u u= [ , ] into a discrete five- 
element set [12]: 

U = {u1, u2, …, u5},

where 
u u1 = , u u2 1� � � , u u3 2 2� � � , u u4 3 3� � � , u u5 4 4� � � ,
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where � � � �1 2 3 4� � � � �u u, u u� � – the lower and upper bounds of the indicator’s range of vari-
ation, respectively. Then, all pairwise comparison matrices will have a dimension of 5 × 5. The choice 
of four quanta is determined by the ability to approximate nonlinear curves using five points [12].

To evaluate the values of linguistic variables g11, …, g21, …, g141, …, g145 let’s use a qualitative 
term scale. For evaluating linguistic variables D, Zn, Yn it is possible to use the following term sets: 
D, Z1…Zn, Y1…Yn = {channel parameters meet the standard, some channel parameters exceed 
the standard and require adjustment, channel is unsuitable for operation}.

Each of the introduced terms represents a fuzzy set, defined by the corresponding membership 
function. In general, the input variables x1, x2, …, xn can be specified by a number, a linguistic term, 
or based on the thermometer principle [12].

The evaluation of the UAV channel is performed using fuzzy logical equations [12], which constitute 
a knowledge matrix and a system of logical statements. These equations allow the computation of mem-
bership function values for different assessment results with fixed input indicator values. The decision 
with the highest membership function value is proposed as the result of the evaluation process [12].

The linguistic assessments α i
jp of the variables x1, x2, …, xn which are part of the logical statements 

regarding the decisions dj, j m= 1,  (5.27), (5.28), are considered as fuzzy sets defined on universal sets:

X x xi i i� �
��

�
���

, ,  i n= 1, .

Let �a
i

i
jp

x� � – be the membership function of the indicator x x xi ���
�
�,  to the fuzzy term i n= 1, , 

j m= 1, , p li= 1, ; �d
n

j x x x1 2, ,...,� � – be the membership function of the input variable vector X = (x1, 
x2, …, xn) to the output assessment y = dj, j m= 1, . The relationship between these functions is 
determined by the fuzzy knowledge base and can be represented as the following logical equations:
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These equations are derived from the fuzzy knowledge base by substituting variables (linguistic 
terms) with membership functions and replacing the operations AND and OR with the operations ∧ and ∨.

The system (5.32) can be written compactly as:

� �d
i

p

l

i

n
a

i
j

j

i
jp

x x j m� � � � ��

�
�

�

�
� �

� �
� �

1 1

1, , .  (5.33)

Fuzzy logical equations are an analog of the fuzzy logical inference procedure introduced by Zadeh [9, 
10, 12, 14–18], which is performed using the operations of "fuzzy (min-max) composition", where the 
operations AND and OR correspond to the min and max operations, respectively. From (5.33), obtain:
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 (5.34)

From expression (5.34), it is evident that calculating the membership function requires only 
the membership functions of the variables to the fuzzy terms. Let’s consider the procedure for 
calculating the membership function used in this method.

When selecting indirect methods for constructing the membership function, which transform 
expert information into a form convenient for use in UAV channel assessment, it is necessary to 
consider the computational complexity of implementation. For instance, constructing a membership 
function based on the pairwise comparison method requires forming a pairwise comparison matrix 
and solving the characteristic equations of this matrix to determine its eigenvector. However, 
this method has high computational complexity. Considering the possibility of calculating the mem-
bership function using ranking assessments, which are relatively easy to obtain through expert 
surveys, let’s use the pairwise comparison method to calculate the membership function.

The algorithm for calculating the membership function of the UAV channel state includes the 
following Steps:

1. Select the quality indicator of the UAV channel to be assessed xj, j m= 1, .
2. Set of fuzzy terms is specified {u1, u2, …, ul}, which are used for evaluating x.
3. For each term ui, i l= 1,  a pairwise comparison matrix is formed: 

T
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n n
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33 1
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,  (5.35)

where rs(ui) – the rank of element ui ∈U, which characterizes the significance of this element when 
forming the properties described by the corresponding fuzzy term S.

The matrix (5.35) has the following properties: 
– the elements of the main diagonal are equal to 1 (tij = 1, i n= 1, ); 
– relative to the main diagonal, the elements are related by the expression tij = 1 / tji;

– the condition of transitivity holds: tigtgj = tij, since r
r

r
r

r
r

i

g

g

j

i

j

= ..

Thanks to these properties, the elements of other rows in the matrix T can easily be found from the 
known elements of one row. If the elements tgj, g, j n= 1,  are known, any element tij can be found as: 

tij = tgj / tgi, i j g n, , , .= 1
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Since matrix (5.35) can be interpreted as a pairwise comparison matrix of ranks, a twelve-
point Saaty scale [18] can be used for expert evaluation of the elements of this matrix. 

For the case:
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4. Membership functions are determined as follows:
1) based on absolute rank assessments ri, i n= 1, , which can be defined using a nine-point scale 

(1 – lowest rank, 9 – highest rank);
2) based on relative rank assessments ri / rj = tij, i j n, , ,= 1  which are determined by the pair-

wise comparison matrix (5.35), the membership function is calculated for each term.
The normalization of the obtained membership functions is performed by dividing by the highest 

membership degrees. 
These relationships enable the calculation of the membership function using rank assessments, 

which are relatively easy to obtain when using neuro-fuzzy networks. 
Using the knowledge matrix, the expert information about the UAV channel state can be repre-

sented as a system of fuzzy logical statements (5.35), which link the values of the input indicators 
xi with one of the possible decisions dj, j m= 1, .:

IF x AND x AND AND x OR x

x

n n1 1
11

2 2
11 11

1 1
12

2 2
1

�� � �� � �� � �� �
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22 12
1 1

1
2 2

11 1� � �� � �� � �� �AND AND x OR OR x AND x

AND

n n
l l... ...

...

� � �

AAND x THEN y dn n
l

m�� � ��1 1 , , 

 (5.36)

where d j mj �� �1,  – the linguistic assessment of the output variable y, which is defined from the 
term set D; ai

jp – the linguistic assessment of the input indicator xi in the p-th row j-th disjunction, 
chosen from the term set A  i n j m p ki j, , , , , ,� � �� �1 1 1 ; gj – the number of rules that define the 
output variable’s value y = dj. 

Let’s call the system (5.36) a fuzzy knowledge base, which is used to form a set of assess-
ments for each of the indicators of the channel state evaluation [18, 19]. 

The fuzzy logical relations (5.36), along with the membership function of the fuzzy terms, allow 
the evaluation of the UAV channel state through the following algorithm:
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1. The values of the quality indicators of the UAV channel are fixed according to the predefined 
criteria X x x xT

* * * *, ,..., .� � �1 2

2. Using the membership function calculation algorithm, the membership function � j
ix *� � is 

determined for the fixed values of the indicators x i mi
*, , . = 1

3. Using the logical equations (5.36), let’s calculate the membership function �d
m

j x x x1 2
* * *, ,...,� � 

for the state vector X x x xT
* * * *, ,...,� � �1 2  for all states d1, d2, …, dn. In this case, the logical oper-

ations AND (∧) and OR (∨) over the membership functions are replaced with the operations min 
and max [9, 10, 12, 14–18].

4. The decision d j
* is determined for which: 

d
j m

d xj j i�
�

� �� �argmax
,

.
1

�

The data in the matrices form a fuzzy knowledge base for assessing the quality of the UAV 
channel [17]. 

Using the tables and the AND and OR operations, a system of logical equations is written, 
linking the membership functions of the quality assessment decisions for the UAV channel with 
the membership functions of destabilizing factors. Thus, knowing the values of the membership 
functions for fuzzy terms, the quality of the UAV channel can be evaluated by solving the logical 
equations described above. The result of applying the proposed hierarchical system of fuzzy logical 
equations is the degree of membership of the UAV channel’s state. 

The output result of the evaluation and the quality indicators of the UAV channel are presented 
as linguistic variables, which are evaluated using the provided methods.

7. Calculation of the estimation error and training of the artificial neural network (ANN).
The principle of intellectual parameter estimation for the UAV channel using an ANN is shown 

in Fig. 5.2. It involves inputting a known training (learning) discrete sequence p(k), into the ANN, 
which is processed in the neural network filter (ANN). As a result, the output signal y(k) is ob-
tained. This output signal is compared with the signal (sample) d(k), received on the UAV channel’s 
receiving side. The difference between them forms the error signal e(k) (filter mismatch). 

To correct the estimated values of the weight vector coefficients – the taps of the delay line, 
it is possible to use the following recursion:

W k W k J W k W k P k e kT
   �� � � � � � � � �� � � � � � � � � �1 2� � ,  (5.37)

where µ – the learning rate parameter of the neural network filter (NNF),

� � �� � � � � �
� � �

�
� � �
� � �

� � �
� � �
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e k

w k

e k

d k

d k

w k
P k d k PT



 

2 2 TT

T T

k y k

P k d k y k P k e k

� � � � �

� � � � � � � � �� � � � � � � �2 2 .  (5.38)
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In the theory of artificial neural networks (ANNs), there are various methods for selecting the 
value of the learning rate parameter µ, with its value either remaining constant during the learning 
process or being adjusted adaptively. Fixing the value of the learning rate is considered the simplest 
form of determination, but it has many drawbacks and is now relatively rarely used. However, this 
method remains the most effective during the training of the neural network filter (NNF). The 
constant value of the learning rate parameter is set within the range (0 < µ < 1).

The task of the adaptive neural network filter is to minimize the error signal e(k). To achieve 
this, an adaptation mechanism (tuning) of the weight coefficients of the neural network filter is 
used based on the analyzed error signal e(k).

The adaptation (tuning) procedure involves searching for unknown parameters that ensure the 
adequacy of the neural network. The back-propagation method [9, 17] was used for training the 
neural network. Each iteration of the training procedure consists of two stages – the forward and 
backward passes.

The first stage of the training procedure (forward pass algorithm) follows the sequence of Steps:
1. Calculate the total weighted input signal pj(k) or each neuron of the current layer:

p k v wj i ij
i

N

� � �
�

�

�
1

1�

.  (5.39)

2. Calculate the output signal yj(k) of each neuron of the current layer:

y k
e

j kp kj
� � �

� � � �
1

1
.  (5.40)

3. If the current layer is not the output layer, move to the next layer and repeat the procedure 
from Step 1.

4. Calculate the error e(k) of the neural network:

e k y k d kj j
j

NK

� � � � � � � �� �
�
�1

2

2

1



,  (5.41)

where 


d kj � � – the reference output value of the j-th neuron of the output layer, where NK – the 
number of neurons in the output layer.

The second stage of the training procedure (backward pass algorithm) follows the sequence 
of Steps: 

1. Determine the rate of change of the error with respect to the output signal for each neuron 
in the output layer (EA):

EA
e k

y k
d k y kj

K

j
j j�

� � �
� � � � � � � � �� �

.  (5.42)
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2. Determine the rate of change of the error with respect to the total input signal of each 
neuron in the current layer (EI):

EI
e k

p k
EA y k y kj

j
j j j

� ��
� � �
� � � � � � � � �� �1 .  (5.43)

3. Determine the rate of change of the error with respect to the weight on the input connec-
tion of each neuron in the current layer (EW):

EW EI y kij j i
� �� � �.  (5.44)

4. Determine the rate of change of the error with respect to the activity of the neuron in the 
previous layer (EA):

EA
e k

y k
EI wi

i
j

j

N

ij
� �

�
�

�

�
� � �
� � � ��

1

1

,  (5.45)

where wij – the weight of the connection between the j-th neuron in the output layer and the і-th 
neuron in the input layer.

5. Update the connections between neurons using the gradient rule:

w k w k EWij ij ij��� �� � �� �� �1 � �,  (5.46)

where γ – the learning rate (iteration step); k – the iteration step number.
Transition to the next layer.
If the specified layer is not the input layer, repeat all procedures starting from Step 2.
The training continues until an acceptable error is achieved.
As the activation function in the neural network filter (NNF), a linear function is chosen. This 

allows, analogously to digital filters, to compute the NNF output in response to the input signal p(k) 
and its previous values p(k),..., p(k−L−1) using the following formula:

y k p k l w k P k W k
l

L

l
T� � � �� � � � � � � � �

�

�

�
0

1
  ,  (5.47)

where W k w k w k w kL
   � � � � � � � � ��

�
�
��0 1 1, ,...,

T

 – the column vector of weight coefficient estimates  
for the generalized characteristic of the radio channel at the k-step; P k p k p k p k L� � � � � �� � � �� ��� ��, ,...,1 1

T
 

P k p k p k p k L� � � � � �� � � �� ��� ��, ,...,1 1
T
 – the column vector of the contents of the delay line of the NNF at  

the k-step; L – represents the memory of the UAV channel and the number of taps in the delay line 
at the input of the NNF.
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The process of obtaining the values of the UAV channel state assessment is directly related to 
the training of the neural network filter (NNF).

The training (learning) sequence vector P(k), corresponding to the set of realizations of the 
random scalar d(k) together form the training dataset for the neural network filter (NNF):

T P k d k
k

� � � � �� �
�

, ,
1

�
 (5.49)

where Θ – the length of the training sequence is denoted.
The estimation error of the received signal d(k) is given by:

e k d k y k d k P k W kT� � � � � � � � � � � � � � � � .  (5.50)

Using the learning criterion based on minimizing the mean square error, let’s take the cost 
function for the evaluation as:

J W k E e kT k

 � �� � � � �� �
�

2

1

�
,  (5.51)

where ET – the averaging operator over the entire training dataset T.
To obtain the optimal estimates of the weight coefficients for the neural network filter (NNF), 

it is possible to use the well-known gradient descent method. For this, it is necessary to compute 
the instantaneous gradient of the estimation error [9, 19]. 

An example of obtaining the generalized assessment of the UAV channel state is presented. 
Table 5.2 provides the definition of the membership function for the fuzzy terms based on the 
given indicators, while Table 5.3 shows an example of forming the generalized (comprehensive) 
assessment of the UAV channel state.

 Table 5.2 Definition of membership functions for fuzzy terms based on given indicators of UAV channel 
state evaluation

Values of indicators 
for UAV channel state 
evaluation

Universal set Evaluation terms Membership function

Impulse response 1–10

Channel in normal condition 0.91–1

Out of range 0.4–0.9

Channel unfit for use < 0.3

Frequency response 1–10

Channel in normal condition 0.91–1

Out of range 0.4–0.9

Channel unfit for use < 0.3

Bit error rate 1–10

Channel in normal condition 0.91–1

Out of range 0.4–0.9

Channel unfit for use < 0.3
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 Table 5.3 Example of forming the generalized (comprehensive) assessment of the UAV channel state

Values of indicators for channel 
state evaluation

Calculated membership 
functions Decision on the channel state

Impulse response 0.080474451 The channel is unfit for operation. There 
are numerous interferences across the 
entire bandwidth of the channel. The bit 
error rate is low and does not allow the 
channel to be used for transmitting any 
type of information

Frequency response 0.080474451

Bit error rate (BER) 0.050553799

Four types of signals were used in the modeling: phase modulation (FM-4 and FM-8), quadra-
ture amplitude modulation (QAM-16), and signal-code constructions (SCC) with 8 states and 
64 points in the constellation. 

In the modeling of the method, it is assumed that the method is convergent when, after 15 ite-
rations of the generalized Viterbi algorithm, the error e(k). The error remained below –36 dB after 
15 iterations of the generalized Viterbi algorithm [14]. 

It is possible to conduct a comparative evaluation of the proposed method in comparison with 
existing ones. The following input data were used in the modeling: MIMO 8×8 configuration, mod-
ulation type – phase modulation, signal ensemble dimensionality М = 256; and error-correcting 
code type – convolutional codes with a rate R = 0.9.

The comparison was made using the Zero Forcing (ZF) method, the algorithm optimized according 
to the Minimum Mean Square Error (MMSE) criterion, and the Maximum Likelihood (ML) method. 

The comparative analysis of the proposed method with known methods shows that the pro-
posed method allows for an average 30 % increase in the speed of channel state estimation in 
MIMO systems, thus improving the interference immunity of UAV channels. 

Fig. 5.4 shows the focused neural network filter built based on a linear adaptive summator, 
with its operating procedure for evaluating the state indicators of UAV channels. Fig. 5.5 shows 
one of the design implementations of the focused neural network filter for UAV channels.

The method proposed in the work is advisable to use when developing software for modules 
(blocks) that evaluate prospective radio communication systems, based on the open architecture 
interfaces of version SCA 2.2.

5.2 Development of the methodology for identifying the state of control and data 
transmission channels of unmanned aerial vehicles (UAVs)

Let the output of the UAV channels be represented by measurements that form a sample of 
volume s, and y t i si i, , ,� � � 1 , where yi ∈ R – the measurements of the UAV channels’ output 
at a given moment in time ti ∈ [0, +∝), u = u(t) – the known data controls the input of the 
UAV channels. 
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 Fig. 5.4 Focused neural network filter built on the basis of  
a linear adaptive summator

It is also known that the system is linear and is described by a linear differential equation of the 
form, and the initial condition of the equation is known:

a x a x a x b u t

x x
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k
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k� � � � � � � � � �
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� �
�

�� �
1

1
0

00

... ,

.

 (5.52)

It is necessary to determine the system parameters and the order n of the differential equation 
from the sample data, which let’s consider as bounded, i.e., n –1 ≤ M, M ∈ N. It is assumed that 
an additively distributed symmetric noise ξ : M (ξ) = 0, D(ξ)〈∝, and yi = x(ti) + ξi. 
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 Fig. 5.5 Implementation of the neural network filter (NNF) for the MIMO 
transmission scheme

Thus, when the order of the system is unknown, we are solving the structural-parametric 
identification problem. The task will be partially parameterized since the maximum derivative degree 
that enters the equation is determined in advance, limiting the dimensionality of the search space. 
This formulation was first discussed in [20] and further developed in [21].

It is possible to assume that for a system of any order, its coefficient at the highest degree 
equals 1, as follows:

x
a
a

x
a
a

x
b
a

u tk k

k

k

k k

� � � �� �� � � � � � � � �1 1 0... ,  (5.53)

or

x a x a x b u tk
k

k� � �� �� � � � � � � � � 



1
1... .  (5.54)

Then, the solution to the identification problem will be sought as a differential equation of order 
m ≤ M, M ∈ N, such that the solution to the Cauchy problem with given initial conditions:
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x a x a x b u t

x x
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k� � �� �� � � � � � � � �
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  



1
1

00

... ,

,  (5.55)

with parameters a a a a Rm

T
n

   � � � �0 0 1 0... ... , i.e., n = M + 1, which deliver the extremum of 
the chosen function.
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,

max miin
.

a Rn�
 (5.56)

To estimate the process model in the form of (5.53) as a solution to one of the extremum 
search problems: (5.54) or (5.55), it is necessary to have information about the initial position of 
the system so that the Cauchy problem can be solved. 

In general, the vector of the initial position of the system, if it is not known initially, can be numerical-
ly estimated, which, of course, is not always possible and depends on the properties of the sample. An-
other option for determining the initial position of the system is to include the vector in the optimization 
task. Typically, for many tasks, the observation process starts from a steady state, so all coordinates 
of the initial position for UAV channels are set to 0, except for the output position of the UAV channels. 

It is possible to assume that it is necessary to build a mathematical model of the dynamic 
process, which it is possible to represent in matrix form:

� � � �� � � � � � � � � � � �x A x t B u t x x, ,0 0  (5.57)

where A aij
i j

n n
 � � �

� �1 1,

,

 – the matrix of the system of linear differential equations is represented as:

B bij
i j

n m
 � � �

� �1 1,

,

 – the matrix of the right-hand sides, control coefficients; x t Rn� ��  – state model

of the UAV channels; u t Rm� ��  – control actions, represented as a vector function.
Given that several different outputs of the UAV channels are observed, which may differ in the 

amplitude of the response, it is necessary to normalize each individual criterion. To do this, it is 
possible to define the diameter of the measurement set for each observed output by including the 
initial position of the output in this set. Then, the criterion takes the following form:

I a
y x t
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j
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 (5.58)
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where N0 – the number of UAV channel outputs; s j Nj , ,= 1 0  – the sample size for each UAV 
channel output; y i s j Ni

j
j, , , ,  = =1 1 0 – the measurements of the outputs forming the samples; 

t i s j Ni
j

j, , , ,  = =1 1 0 – the measurement times for each j-th output; sup : ,a b a b Y xj j� �� �0

 – 
the diameter of the measurement set for each output; z t A A B B

j
  � � � �,  – j-th output of the 

model with matrices A, B.
Criterion (5.58) is analogous to the criterion for a system with one input and one output, as 

in (5.56). Thus, the task of identifying the UAV channels has been reduced to searching for the 
extremum in the space of vectors with real coordinates. At the same time, the peculiarities of 
representing the structure of UAV channels lead to complex behavior of the objective function near 
certain points of the space, where the first coordinates of the vector approach 0.

The methodology for identifying the state of the control and data transmission channels of 
UAVs consists of the following interconnected procedures:

1. Input of initial data about the state of the UAV channels. 
2. Initialization of the initial model based on expressions (5.52)–(5.58). 
3. Input of correction coefficients for noise and prior uncertainty about the state of the UAV 

channels using the expressions [22].
Given the lack of prior information about the coefficients and the order of the differential 

equation, using binary representation of the optimization variables becomes difficult and inefficient 
in terms of finding a solution.

According to the accepted transition from the vector, i.e., the individual, to the differential 
equation, the vector, given the specifics of the chosen representation of the solution, contains 
information about the order, structure, and coefficients of the differential equation, which must be 
taken into account for improving the algorithm’s performance.

4. Determination of the order of the differential equation.
Let a  – be the vector containing the solution to the problem, then i N i M i a a i iorder order order i i orderorder� � � � �, , : , , 0 0

i N i M i a a i iorder order order i i orderorder� � � � �, , : , , 0 0 . If a i MM order
 � � �0 . Then the order of the equation will be determined 

by the index iorder. Considering the proposed approach to determining the order of the differential 
equation, it is important that the algorithm for solving the problem has the ability to maintain 
certain coordinates equal to 0.

5. Rounding of vector coordinates. 
One of the special modifications of the algorithm was the introduction of the rounding operation 

for vector coordinates:

op round op j n i Nj
i

j
i� � � � �, , , , ,  1 1 1  (5.59)

where round R Z�� � �:  – a function that rounds a number to its nearest integer. This operator, 
which influences the objective parameters of the algorithm, solves the task of converting the vector 
coordinates into integers. Since, for representing the system’s structure, it is important that in 
some cases a certain number of solution coordinates consecutively approach zero, and the stochastic 
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search algorithm disturbs variables due to the nature of the mutation operation, an operator is 
needed that would maintain the found order. The rounding operator is applied immediately after 
the mutation operator, and after rounding, a local improvement of the obtained population occurs.

6. Mutation of individuals in the population. 
To enhance the effectiveness of the solution search regarding the state of a heterogeneous 

dynamic object, the mutation operator was modified in such a way that the mutation probability for 

each pair of objectives – strategic parameters is p
qm =
1

. Thus, random disturbances do not lead

to a significant spread of individuals in the next population around a certain found solution, which is 
not eliminated during the subsequent local improvement of the alternative after rounding.

7. Generation of the initial population.
Since random selection of coefficients for the initial population will not lead to the appearance 

of diverse solutions that correspond to equations of different orders, considering such a represen-
tation of solutions, the population will be generated as follows:

1. For each individual, with probability 1
M

 the order of the differential equation is selected.

2. For the chosen order iorder each non-zero coordinate is solved uniformly over the interval [–5, 5].
3. All strategic parameters of the individual are randomly selected uniformly over the interval [0, 1].
The proposed scheme was selected as the best through the trial-and-error process of differ-

ent initial solution generation variants. 
It is necessary to account for some specifics of the local improvement of alternatives using 

the proposed random coordinate descent algorithm. The rounding operator (5.59) applied to each 
coordinate results in the loss of solution accuracy due to the truncation of the mantissa. To com-
pensate for the loss of precision and improve the overall efficiency of the algorithm, it is necessary 
for the coordinate descent to take such a number of steps that, with the chosen step length, the 
rounded coefficient could be refined in such a way that the value returned would precede the integer. 

End.
To evaluate the effectiveness of the proposed methodology, 100 systems were randomly generat-

ed: 10 systems for each order of the differential equation, from the first to the tenth. The parameters 
of each system were randomly selected as follows: 

�
∼

�
∼a U b U i k ik

i
k�� � �� � � �5 5 5 5 1 10 1, , , , , , ,   . 

The operating time of the system was chosen to be 5.
The control function for all analyzed tasks was chosen to be a unit function, i.e., u(t) = 1. The sam-

pled data are selected from the numerical solution of the differential equation. x t i T hi i ode, , , /� � � 1  – 
the numerical solution of the system. Then, for the given sample size s T h sode� �/ ,  100 select s 
different points are randomly selected from the numerical solution of the differential equation.

To evaluate the effectiveness of the optimization algorithm’s parameters, the identification of 
UAV channels without disturbances in the measurement channels was considered, so that this factor 
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would not introduce additional complexity into the task and the obtained solutions could be assessed. 
For this reason, the sample size was chosen to be sufficiently large to assess its representative-
ness, i.e., to ensure that the sampled data encompassed all the features of the transient process. 

For each individual system, 20 runs of the algorithm were performed with specific settings. 
All initial conditions for these tasks were set to zero. The population size was chosen to be 50, 
and the number of populations was set to 50. The parameters of the local descent were N1 = 50, 
N2 = 50, and N3 = 1 if hl = 0.05.

The study of the effectiveness of the proposed methodology showed that the average fit-
ness increases as the order of the real object approaches the established parameter-limit of the 
maximum model order. This suggests that the algorithms should work in such a way as to retain 
the ability to reduce the system order while maintaining the equality of the first coordinates at 0. 
Therefore, modifying the mutation or introducing the rounding operator leads to significant im-
provement. It is also important to note that the increase in fitness is related to the fact that, over 
the observation period, a higher-order system behaves in such a way that it is easier to build its 
model than, under similar conditions, a lower-order model.

The transient processes of different systems may coincide over a certain interval, so only 
increasing the observation interval for the system output and increasing the frequency of measure-
ments can improve the efficiency of finding a solution. On the other hand, this may be due to the 
presence of a large number of local optima and a strong attraction zone.

Conclusions

1. A method for the intellectual evaluation of the state of UAV channels is proposed, based on 
the use of fuzzy sets and artificial neural networks. 

Despite its simplicity, the method allows obtaining quite accurate solutions. Key features of 
the proposed method include: 

– state of the UAV channels is evaluated in parallel across several indicators of their state 
(impulse response, frequency response, and bit error probability); 

– evaluation of several channel state characteristics of UAVs is continuously performed in real-time; 
– evaluation of several characteristics of the UAV channel’s state is continuously carried out in 

both the downlink and uplink channels; 
– the state of the UAV channel is evaluated for each indicator on a separate layer of the neural 

network using the construction of the membership function; 
– after evaluating each channel characteristic on a separate neural network layer, a general-

ized assessment of the channel’s state is formed at the output. 
The evaluation obtained using the proposed intellectual evaluation method matches the results 

obtained using the optimal algorithm based on the minimum mean square error criterion. Addi-
tionally, these results are computed 30 % faster, which reduces the adaptation time of the radio 
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communication device. A key factor determining the effectiveness of the proposed comprehensive 
method is the degree of training of the neural network to the signal environment. 

2. To reduce the neural network training time and increase the efficiency of the proposed 
method, it is advisable to preload the knowledge bases of the signal environment. This will minimize 
the network training time and simplify the adaptation process of the radio communication device 
by an average of 15 %. 

3. The proposed method for the intellectual evaluation of the UAV channel’s state can be 
implemented in programmable architecture-based communication devices. To achieve this, it is 
necessary to adapt the signal processor through additional software for the specific transceiver 
device. This software should be developed on the SCA 2.2 platform. 

4. The study presents the development of a methodology for identifying the state of UAV con-
trol and data transmission channels. 

The novelty of the proposed methodology lies in: 
– accounting for the corrective coefficient based on the degree of uncertainty regarding the 

state of UAV channels in the calculations; 
– adding a corrective coefficient for the noise in the data resulting from the distortion of 

information about the UAV channel’s state; 
– reducing computational costs when evaluating the state of UAV channels; 
– ability to perform calculations with input data that differ in nature and units of measurement. 
This methodology is recommended for implementation in specialized software used for analyzing 

the state of complex technical systems and making management decisions.
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