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Methods of processing various data in intelligent 
systems for management of the network and server 
architecture of the internet of combat things

abstract

In this chapter of the research, a method of processing various types of data in intelligent 
management systems of the network and server architecture of the internet of military equipment 
is proposed.

The basis of this research is the theory of artificial intelligence, namely evolving artificial neu-
ral networks, basic genetic algorithm procedures, neuro-fuzzy expert systems, as well as bio-in-
spired algorithms.

In the course of the research, the authors proposed:
– a complex model of processing various types of data in intelligent decision-making support 

systems;
– a method of processing various types of data in intelligent management systems of network 

and server architecture;
– a method of increasing the efficiency of processing various types of data in intelligent ma-

nagement systems of network and server architecture.
The use of methods of processing various types of data in intelligent management systems of 

the network and server architecture of the internet of military equipment:
– to reduce the probability of premature convergence of the metaheuristic algorithm while 

processing various types of data in intelligent management systems of the network and server 
architecture of the internet of military equipment;

– to maintain a balance between the speed of convergence of the metaheuristic algorithm 
and diversification while processing various types of data in the intelligent control systems of the 
network and server architecture of the internet of military equipment;

– to take into account the type of uncertainty and noise of the data of the metaheuristic algo-
rithm while processing various types of data in the intelligent control systems of the network and 
server architecture of the internet of military equipment;

– to take into account the available computing resources of the system while processing va-
rious types of data in the intelligent management systems of the network and server architecture 
of the internet of military equipment;
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– to take into account the priority of search by swarm agents of the meta-heuristic algorithm 
while processing various types of data in intelligent management systems of the network and  
server architecture of the internet of military equipment;

– to conduct an initial display of flock individuals taking into account the type of uncertainty;
– to conduct accurate training of metaheuristic algorithms;
– to conduct a local and global search taking into account the degree of data noise while 

processing various types of data in intelligent management systems of the network and server 
architecture of the internet of military equipment.

KEYWORDS

Internet of military equipment, processing of various types of data, combined systems, reliability 
and efficiency.

2.1 The development of a complex model for processing various data

The development of IoT and its adaptation on a large scale will require both new theoretical 
research and significant funding. The distribution of network resources of various technical means 
will require new approaches and intelligent automation. An important issue will be the perception of 
the amount of information that IoT will provide.

The most promising option for increasing the efficiency (and, as a consequence, the efficiency) 
of information processing is the use of approaches based on artificial intelligence. One such toolkit 
of artificial intelligence is the expert system.

Currently, expert systems have become the main tool used to solve various types of tasks 
(interpretation, forecast, diagnosis, planning, design, control, debugging, instruction and manage-
ment) in a wide variety of problem areas [1–9]. The functioning of expert systems is based on the 
knowledge model [10–18]. It contains a set of principles that describe the state and behavior of 
the research object. The most widely used knowledge model for expert systems is the production 
model due to its simplicity, ease of processing and comprehensibility of the end user [19–32].

However, recently, fuzzy expert systems have become widespread. This type of expert sys-
tems is based on a set of rules that use linguistic variables and fuzzy relations to describe the state 
and behavior of the object under investigation [33–54].

The rules presented in this form are the closest to natural language, so there is no need to 
use a separate expert knowledge engineer to create and edit the rules. In most cases, they can be 
edited by the expert itself practically without special training [55–67].

One of the most important problems inherent in knowledge-based systems is the problem of 
knowledge representation [65–71]. This is explained by the fact that the form of knowledge repre-
sentation significantly affects the characteristics and properties of the system. In order to operate 
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all kinds of knowledge from the real world with the help of a personal computer, it is necessary to 
carry out their simulation.

In such cases, it is necessary to distinguish knowledge intended for processing by computing 
devices from knowledge used by humans. In addition, with a large amount of knowledge, it is desir-
able to simplify the sequential management of individual elements of knowledge.

Taking into account the above, the aim of the research is to develop a complex model of pro-
cessing various types of data in intelligent decision-making support systems. The object of research 
is the intelligent decision-making support system. The subject of research is the knowledge repre-
sentation model in intelligent decision-making support systems.

On the basis of the decision-making support system model [6], as well as the model of a com-
plex task, which is the processing of various types of data in intelligent server and network archi-
tecture management systems, let's build a model of intelligent DMSS:

DMSS PRT prt R Mdm dm dm= < >, , ,,  (2.1)

where PRT prt q Nq prt= ={ | },...,1  is a set of expert models; prtdm is a model of a decision maker; 
R r q Ndm dmq

prt= ={ | },...,1  is the relationship between the decision maker and experts, for exam-
ple, the relationship of information exchange; Mdm are the methods of processing information 
received from experts.

Each expert works strictly in its field of expertise S Sprtq ∈ , where S is the set of all fields of 
knowledge necessary to solve the task of processing various types of information and does not deal 
with any subtasks other than its own, S Sq w∩ = ∅, with q w N q wprt, ,..., ;= ≠1 .

Based on considerations from research [5] and taking into account that in real tasks subtasks 
are solved by experts step by step, the expert model can be presented:

prt B B B B MET S In tq prof theor prec facts prtq prtq prtq= < ∆ >, , , , , , , , (2.2)

where Bprof  is the production base of professional knowledge; Btheor  is the production base of 
theoretical knowledge; Bprec is the basis of precedents (experience); Bfacts is the basis of facts;  
METprtq is a set of reasoning methods; Sprtq is the description of the expert's field of knowledge; 
Inprtq is an interpreter that ensures the execution of a sequence of rules for solving a task based 
on facts and rules stored in databases and knowledge; ∆t is the period of issuing intermediate 
decisions by experts.

The model of the decision maker can be built by analogy with (2.2):

prt B B B B B MET S Indm
prof theor prec facts ext prldm prldm pr= < , , , , , , , lldm E T, , ,>  (2.3)

where Bext is the production knowledge base on how to perform reduction, aggregation, comparison 
and coordination; E is a set of coordinating processes; T is the processing time of various types of data.
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The expression (2.3) in comparison with expression (2.2) has significant differences. Produc-
tion knowledge base Bext about how the decision maker manages the processing of various types of 
data. This knowledge is obtained from other experts.

The set E describes how the decision maker can coordinate the work of experts, Bprof  is base 
of professional knowledge, Btheor  is the basis of theoretical knowledge, Bprec is the basis of prece-
dents (experience).

Let's consider how the intelligent DMSS functions according to the work (2.1). Let the deci-
sion maker be given a task prbu, which is reduced to subtasks prb prbh

N
h

h1 ,..., . Analyzing the expres-
sion (2.1) and (2.3), as well as relying on the practice of processing various types of data, it is 
possible to draw the following conclusions: GLh  contained in Bpred and Bfacts is the experience com-
bined with facts allows the expert to determine what result should be obtained; MET h contained  
in B B B MET S Inprof theor pred prti prti prti, , , , , ; DAT h contained in Bfacts.

In traditional DMSS, described, for example, in work [5], each expert prt q Nq prt, ,...,= 1 , 
having received its subtask of processing various types of data prb j Nj

h
h, ,...,= 1 , finds its solution 

using its professional skills Bprof  and theoretical knowledge Btheor .
After finishing the process of processing various types of data, it issues a result sol SOLh j

j
h∈ , 

where SOLj
h is a set of results of solving the task prbj

h, which can be written as a correspondence ψ4:

ψ4 : , .DAT B SOL B B Bh U h U
prof theor⊗ → = ∪  (2.4)

Compliance elements ψ4 are the tuples dat b solh u h
σ β γ{ }( )( ), ,{ } , with σ β γ= = =1 1 1,..., ; ,..., ; ,...,N N Ndath b sh 

σ β γ= = =1 1 1,..., ; ,..., ; ,...,N N Ndath b sh, where the first component is a two-component vector consisting of a list of initial 
data dath

σ{ }, dat DATh h
σ ∈  and list of knowledge { }bu

β , b Bu U
β ∈  (professional knowledge are pro-

duction rules; theoretical knowledge are analytical dependencies) and the second is the result 
sol SOLh h

γ ∈  processing of various types of data prbh.
Conformity ψ4 is not a function (cannot be written analytically or calculated by numerical methods) 

because the knowledge of an expert and the results of processing an element of heterogeneous data can 
be represented in natural language. It is ambiguous, because with an incomplete set of initial data (a prio-
ri uncertainty), the expert can offer several options for results, subjectively, because each decision on 
the processing of different types of data prbh corresponds to at least one element of DAT Bh U⊗  and 
not injunctive, because not every element of DAT Bh U⊗  corresponds to the solution of the task prbh.

Let's indicate the number of stages into which experts divide the process of solving partial 
tasks Nsol  and soll

h  is the result of solving a partial task at the l-th stage, l Nsol= 1,..., . A time 
interval is allocated to the stage of processing various types of data ∆t. Because in practical tasks, 
the total time T for solving the task of processing various types of data prbu, strictly limited and  
time ∆t between refinements of the task of processing various types of data is constant, the 
number of stages is determined by the formula:

N T tsol = ∆ . (2.5)
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It should be noted that in the process of solving a partial task of processing various types 
of data prbh, through the coordinating influences of the decision maker, the original data DAT h 
in expression (2.4) can be modified – additional information is entered or outdated information  
is replaced with new information.

Let DATl
h output data for the l-th stage, l Nsol= 1,..., . Then DAT h

1  is the initial data received 
from the decision maker, moreover DAT DATh h

1 =  and DAT l Nl
h

sol, ,...,= 2  is the output data of the 
following stages.

The index l means the number of the stage in which the raw data is used. Let's define DATl
h
+1 as  

initial data of the l + 1-th stage, obtained after the coordinating influences of the decision maker 
regarding the change of the data of the l-th stage.

The scheme of the sequence of stages of the expert's work in finding a solution to a partial  
task πh can be expressed as follows:

DAT B sol sol sol l Nl
h U h

l
h h

sol⊗ ⊗ =⊗ { }⊗ { } ⇒ { }−1 1 1 1,..., , ,..., . (2.6)

Output data DAT l Nl
h

sol, ,...,= 1  at each stage are supplemented by coordinating influences 
e Eα ∈ , issued by the decision maker to the expert, which are determined on the basis of the 
integrated result of solving the task of processing various types of data prbu on l − 1-th stage. 
Let's assume that the expert is given one coordinating influence of one type. Let's determine the 
correspondence ψ5:

ψ5 1 1: , ,..., .sol B E l Nl
u

ext sol{ } ⊗ → = −  (2.7)

The maximum value of l is equal to Nsol − 1 because after Nsol  stage, it is no longer possible to 
use coordination, since the final result is obtained.

soll
u  is the integrated result of solving the task of processing various types of data prbu at 

the l-th stage; E N= { ,..., }ε ε
ε1  is a set of type vectors e eNprt1

1 6,...,( ), each component of which is 
a coordinating action for the expert, e E q Nq prt

α ∈ =, ,...,1 .
Since the knowledge of integration is included Bext the decision maker (4) is the integrated re-

sult soll
u  solving the complex task of processing various types of data prbu can be written like this:

sol sol B soll
h

l
hN

ext l
uh1{ } ⊗ ⊗ { } → { }⊗... , (2.8)

where sol soll
h

l
hNh1,...,  are the solving partial tasks for processing various types of data prb prbh

N
h

h1 ,...,  
in accordance.

Compliance elements ψ5 are the tuples sol bl
u

ext p, ,{ }µ ε( )( ), with l N p Nsol N= = =1 1 1,..., , ,.., , ,..,µ µ
µ ε 

l N p Nsol N= = =1 1 1,..., , ,.., , ,..,µ µ
µ ε, where the first component is a two-component vector consisting of the integra-

ted result soll
u  solving the task of processing various types of data prbu at the l-th stage 

and the list of knowledge used by the decision maker on how to perform the comparison  
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b b Bext ext ext
µ µ{ } ∈,  and the second component is a vector whose elements are coordinating ac-

tions e E∈  for an expert.
On Nsol -th stage (l Nsol= ) vector of coordinating influences ε αα α= ( ) =e eNprt1 6,..., , ,  thus, the 

decision maker does not issue coordinating influences to experts, but only aggregates (integrates 
solutions to partial tasks prth into a single, integrated solution soll

u  of a difficult task prbu) the 
results of their work.

If the integrated result is obtained soll
u  and does not suit the decision maker, it must revise the 

original tasks prbu, so change DATl
h for prbh or change the list of your knowledge Bext and expert 

knowledge Bprof  and after that, initiate the re-operation of the intelligent DMSS.
In accordance, ψ5 is not a function (cannot be written analytically and calculated), since the 

knowledge of the decision maker and the integrated result of solving the task prbu can be repre-
sented in natural language. It is unambiguous, as each expert is assigned a specific coordinating 
action eq

α  and therefore compliance ψ5 uniquely defines only one vector ε ∈E . It is subjective, 
because for each vector ε ∈E  at least one element matches sol Bl

u
ext{ } ⊗  and not inductively, 

because not to every element sol Bl
u

ext{ } ⊗  corresponds to a vector ε ∈E .
The choice of whether the intermediate result of the solution of a partial task of processing 

various types of data prb w Nw
h

h, ,...,= 1  is ready and expert prt PRT q Nq prt∈ =, ,...,1  accepts based 
on experience Bprec (2.3).

The functional multi-agent system model presented in work [4] is adopted as the basic model for 
processing homogeneous data in intelligent DMSS. The choice of this model is explained by the fact 
that the complexity of the homogeneous tasks to be solved is not great – there are relatively few input 
and output parameters and expert rules, so there is no need to investigate the micro-level of subtasks.

It can also be noted that the decomposition of the task of processing heterogeneous data 
into a set of tasks of processing homogeneous data is transparent, it is not difficult to establish 
a connection between subtasks and elements of the intelligent DMSS.

The conceptual model of an element of a multi-agent intelligent DMSS for processing homoge-
neous data can be presented:

res R res met R res pr R res pre resmet e e respr e ei respr e= ( ) ( )1 1 1, , , 

eeo resst e e

stst e e prst

R res st

R st st t R prt

( ) ( )
+( )( )( )

 

 

1

1 11

,

, eei e stpr e eot st t R st pr tt( ) ( ) ( )+( )( ) ( ), ,,1 1  (2.9)

where R R Rstst prst stpr
1 1 1, ,  is the relationship "state – state", "input – state", "state – output",  

respectively.
Among the crowd MET met y Ne

y
e

met= ={ | },...,1  autonomous methods will be highlighted mete
1 

are analytical calculations, mete
2 are neurocomputing, mete

3 are fuzzy calculations, mete
4 is rea-

soning based on experience; mete
5 are evolutionary calculations, mete

6 are statistical calculations,  
mete

7 is logical reasoning. If between element rese  and autonomous method mety
e relationship is 

established R res metresmet e
y
e

1 ,( ), let's denote the element resey . The appropriate calculation method 
is selected according to expression (2.1).
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Relations R Rprpr prpr
1 2,  (2.9) are given on sets of variables DAT GLu u,  and sets of variables DAT GLh h, 

DAT GLh h,  from the processing of homogeneous data included in the task of processing heterogeneous data.
The following cases are possible:
1) a set of variables for prbu coincides with the set of variables for prbh, so DAT DAT GL GLu h u h= =, 

DAT DAT GL GLu h u h= =, ;
2) a set of variables for prbh is a subset of the corresponding set uprb, so DAT DAT GL GLh u h u⊂ ⊂, 

DAT DAT GL GLh u h u⊂ ⊂, ;
3) a set of variables of a subset of the corresponding set prbh, so DAT DAT GL GLu h u h⊂ ⊂, .  

The second variant is typical for the analyzed task of processing heterogeneous data, because 
during the solution of the task of processing heterogeneous data, the initial data is divided between 
different partial tasks of processing homogeneous data.

The extension of model (2.9) is performed based on the following considerations. In the pro-
cess of coordination, the intermediate states of the solution of partial tasks for the processing of 
homogeneous data are controlled.

In the accepted notation (2.9), these states mean the states (decision results) of functional 
elements rese , simulating the solutions of partial tasks for processing homogeneous data prbh. 
From the analysis of these states, the "input" properties change during coordination prei of one or 
more elements rese .

To take this fact into account, let's introduce a triple into the conceptual model (2.9). 
R st t pr tstpr u ui

1 1( ) +( )( ), . In other words, based on the state of intellectual DMSS st tu ( ) at time t, 
the output data changes pr tui +( )1  for intelligent DMSS, but already at the moment of time t+1, 
so for the next iteration.

Plural Rstpr
1  establishes relationships between state st tu ( ) of hybrid resA

u  (2.9) at the moment 
of the model time t and the state of the inputs of one or more elements rese  in the next step. 
To make the necessary change of inputs prei  of one or more functional elements rese  (2.9), let's 
enter a triple R st actstact u ek

1 ,( ), where ACT act actek ek
N
ek

prt
= { }1

α α,...,  is the set of concepts denot-
ing coordinating actions, which is identical to the set of coordinating actions E, where α is the 
type of coordinating action, α = 1 6,..., . In the coordination algorithm, the coordinating actions 
are described by the knowledge base Bext. Plural Rstact

1  is a set of relations between states stu  
of intellectual support system resA

u  at the moment of the model time t and the necessary coordi-
nating actions ACT ek.

The modified conceptual model of the intelligent DMSS for processing homogeneous data with 
coordination has the following form:

res res R st t pr tA
u

A
u stpr u ui= +( )( )( ) 1 1, , (2.10)

and a modified model of an element of an intelligent DMSS for processing homogeneous data:

res res R st acte e stact u ek= ( ) 1 , . (2.11)
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Relations Rstpr
1  and Rstact

1  are not set in advance, like Rstst
1 , Rprst

1 , Rstpr
1  are fixed during the ope-

ration of the intelligent DMSS for processing homogeneous data and are the result of the solution 
of the k-task prbk.

The following is a conceptual model of the operation of an intelligent DMSS for processing 
homogeneous data, built according to the expressions (2.10), (2.11):

st
st
st

st
st

t
t
t

t
t

ek
e

e

e

e′( ) ⇒ ( )
( )
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ek
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p

p2
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1

2 −−( ) → ′( )1 st tek
p ,  (2.12)

where "⇒" is the relationship Rstst , which connect the states from different subspaces and specify 
the transition from one homogeneous space to others during the functioning of the intelligent 
DMSS for processing homogeneous data; "→" is the transition between states within the corre-
sponding subspace.

Transitions "⇒" from the element subspace resk
e7 model the issue of coordinating influences 

from the decision maker to experts while processing homogeneous data. And the set of transitions 
"⇒" and "→" allows to simulate and trace the process of self-organization in the process of the 
operation of an intelligent DMSS for the processing of homogeneous data.

In the expression (2.12), curly brackets indicate the beginning and end of the parallel work of 
the functional elements of the intelligent DMSS for processing homogeneous data. It can be seen 
from the model that after each fixation " } ⇒" of states, functional elements resq

ey  control of the 
element resk

e7 is transferred and after it changes its state, control is transferred to a group of 
functional elements.

This model is related to the conceptual model:

st st st
st st st

t t t n
t t t

e e e

e e e

1 1 1

2 2 2

1
1

( ) → +( ) → → +( )
( ) → +( ) → →

...

... ++( )










n
. (2.13)

The simulation of the proposed model was carried out in the MathCad 2014 software environ-
ment for evaluating the radioelectronic environment.

The initial setting of the membership functions of the set of terms of the neuron fuzzy expert 
system has been performed, since all sources of radio radiation have different characteristics. The 
experts indicated which values of primary and calculated parameters are considered high for radio 
emission devices, which are average and which are low. The membership functions for the analysis 
of the radio-electronic situation are presented in the specified form according to the formula:
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1) (PJ = "H") and (KOV = "H") and (UN = "H") and (PW = "L") → (BER = "H"),

…

81) (PJ = "L") and (KOV = "L") and (UN = "L") and (PW = "H") → (BER = "L"),

82) (FJ = "L") and (FW = "L") and (UN = "H") and (PW = "H") → (BER = "N"), 

…

108) (SC = "L") and (KOV = "L") and (UN = "H") and (PJ = "L") → (BER = "N"),

In this example, part of the rule base of the neuro-fuzzy expert system is given. In the main 
base of rules there are rules not only with connections of conditions with the help of T-norms, but 
also with the help of T-conorms and with negations of conditions.

In the worst case, to find a solution, the system should check all the rules contained in the rule 
base. Thus, it is necessary to check 405 conditions and calculate 297 T-norm operations. This is an 
unacceptably long process, given the limitations of the hardware.

The input data for the neuro-fuzzy expert system are indicators of the power of transmitters of 
radio-emitting devices, the type of signal-code structures, the uncertainty of the radio-electronic 
situation, the frequency of radiation of radio-emitting devices. After passing through the phase of 
fuzzification, the system received fuzzy estimates for each monitored parameter.

The results of the assessment of the state of the radio-electronic situation for various presen-
tation models are shown in Fig. 2.1. 

 Fig. 2.1 Comparison of the efficiency of the obtained estimate for different models
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Features of radio-electronic situation analysis systems are: a large number of analyzed para-
meters; dynamic change of the electronic environment; functioning in conditions of uncertainty 
about the state of the radio-electronic situation; constant updating of the signal database; func-
tioning under the influence of natural and intentional disturbances.

As a result of the conducted research, the following was established:
– a complex task of processing heterogeneous data under certain restrictions and assumptions 

can be divided (performed decomposition) into a number of separate partial tasks of processing 
homogeneous data;

– taking into account the specifics of the data that must be processed in intelligent DMSS, 
the availability of computing power, it is necessary to carefully approach the use of mathematical 
apparatus for modeling and processing of data circulating in the specified systems;

– with homogeneous data, it is advisable to use the model described by expressions (9)–(12) 
and after adding new types of data, it is advisable to increase the models of the lower level.

The direction of further research should be the improvement of information processing me-
thods in intelligent decision-making support systems.

2.2 The method of processing various types of data in intelligent management 
systems of network and server architecture

This method is based on the duck flocking algorithm (DFA). There are two rules that must be 
followed in the foraging process of duck agents (DA). Rule One: While searching for food, DA with 
strong search ability are positioned closer to the center of the food source, which attracts other 
DA to move closer to them. The updated location is also affected by nearby DA. Rule two: while 
looking for food, all DA approach food. The next position is affected by the adjacent DA and the food 
position or the DA leader. The method of processing various types of data in intelligent manage-
ment systems of network and server architecture consists of the following sequence of actions:

Step 1. Input of initial data. At this stage, the raw data available on the intelligent network and 
server architecture management system are entered.

The main parameters of DFA are the maximum number of iterations Itermax, the population size NP, 
the number of decision variables n, the probability of the presence of a predator Pdp, the scaling factor sf,  
the migration constant Gc, as well as the upper and lower bounds for the decision variable FSU and FSL:

FS FS rand FS FSi j L U L, ,= + ( )∗( )∗ −( )( ) ι  (2.14)

i NP j n= =1 2 1 2, ,..., , , ,..., ,

where rand() is a uniformly distributed random number in the range [0, 1]; ι is a correction coef-
ficient that determines the degree of a priori information about the state intelligent network and 
server architecture management system.
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Step 2. Numbering of DA in the flock, i, i ∈[0, S]. At this stage, each DA is assigned a se-
rial number.

Let's add an identifier for each duck in the Duck structure so that each agent has its own 
unique number.

Step 3. Determination of the initial speed of DA. The initial speed v0 of each DA is determined 
by the following expression:

v v v vi S= ( )1 2, ,..., , v vi = 0. (2.15)

Step 4. Exhibition of DA on the search plane.
At this stage, the DA is issued taking into account the type of uncertainty about the state 

intelligent network and server architecture management system, and the basic model of its state 
is initialized [2].

Let's suppose that the expression for a randomly generated initial position in a D-dimensional 
search space is:

X L U L oi b b b= + −( ) ⋅ , (2.16)

where Xi  is the spatial position of the i-th DA (i = 1, 2, 3, ..., N) in the DA group; N is the popu-
lation size; Lb  and Ub represent the upper and lower bounds of the search space, respectively;  
o is a matrix of random numbers between (0, 1).

Step 5. Search for food sources by individual DA individuals.
After taking turns, the DA flock arrived at a location with more food. Each DA gradually disper-

ses and begins to search for food, this process is defined as follows:

X
X X sign r P rand

X CF X Xi
t i

t
i
t

i
t

leader
t

i
t

+ =
+ ⋅ ⋅ −( ) >

+ ⋅ −( ) +
1

1

0 5µ . , ;

CCF X X P randj
t

i
t

2 ⋅ −( ) ≤





 , ,
 (2.17)

where sign r −( )0 5.  affects the process of finding food and it can be set to –1 or 1; µ is the global 
search control parameter; P is the probability of conversion of the search of the reconnaissance 
phase; CF1 and CF2 are the coefficients of cooperation and competition between DA at the search 
stage, respectively; Xleader

t  is the best position of the DA of the current historical value in the t-th 
iteration; X j

t is the DA around Xi
t in the search for feeding the DA group in the t-th iteration.

Parameter µ can be calculated as follows:

µ = ⋅ −( )K t t1 max , (2.18)

where K is calculated by the formula:

K rand= ⋅( ) +sin .2 1  (2.19)
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The search range of a flock of ducks is wider when µ > 1. This non-linear strategy is used to 
improve the global search capability of the proposed gas station. In addition, this phase can also 
integrate two parameters C1 and C2 will be factored into the update formula used to balance DA 
positions in the research phase.

The update formula is described as follows:

X X C X C X sign r

CF X

i
t

i
t

i
t

leader
t

leader
t

+ = + ⋅ ⋅ − ⋅( ) ⋅ −( ) +

+ ⋅

1
1 2

1

0 5µ .

−−( ) + ⋅ −( )X CF X Xi
t

j
t

i
t

2 ,  (2.20)

where µ is the control parameter of the global DA search; C1 and C2 are the parameters for adjust-
ing the balance of the position; C1 is a random number in (0, 1). C2 can be set not only as random, 
but also as a constant, for example 0, 1 or others; CF1 and CF2 are the coefficients of cooperation 
and competition between DA at the search stage; Xleader

t  is the best position of the DA of the cur-
rent historical value in the t-th iteration; X j

t is the number of individuals around Xi
t in the search for 

food by the DA group in the t-th iteration.
Step 6. Classification of food sources for DA.
Locations of the best DA food source (minimum fitness) are considered watercress (FSht), 

locations from the following three food sources have vegetables (FSat) and the rest are considered 
common plants (FSnt):

FSht = FS(sorte_index(1)), (2.21)

FSat(1:3) = FS(sorte_index(2:4)), (2.22)

FSnt(1:NP-4) = FS(sorte_index(5:NP)). (2.23)

Step 7. Sorting of the best DA individuals. The selection of the best individuals is carried out 
using the improved genetic algorithm proposed in work [13]. While searching for food, the stron-
gest DA, which is the largest in the flock, directs the other DA in the group to look for food. The 
weight in DA is similar to the quality of the objective function values of the candidate solutions. 
Therefore, the best solution variant with the best value for the objective function is considered to 
be the largest DA in the group. This search behavior of DA leads to different scanning areas of the 
search space, which improves the exploration ability of DA in global search.

Step 8. The search for food sources by the DA flock.
After that, a flock of ducks collects enough food to meet its own nutritional needs. This process 

is closely related to the suitability of the position of each DA and is defined as follows:

X
X X X f X f X
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 2 , otherwise,
 (2.24)
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where µ is the controlling parameter of the global search at the stage of the group food search 
of DA; KF1 and KF2 are the coefficients of cooperation and competition between DA at the stage 
of group foraging of DA; Xleader

t  is the best position of the DA of the current historical value in the 
t-th iteration; Xk

t and X j
t are the numbers of DA around Xi

t in the search for food by the DA group 
in the t-th iteration, where k ≠ j.

All parameter values CF1, CF2, KF1 and KF2 are in the range of values (0, 2), and the calculation 
formula can be summarized as follows:

CF KF
FP

rand ii ior ← ⋅ ( ) =( )1
0 1 1 2, , , (2.25)

where FP is a constant, it is set to 0.618; rand is a random number in works (0, 1).
Step 9. Checking the presence of a predator. At this stage, AM is checked for the presence of 

predators. If there are predators, go to Step 8. If there are no predators, the end of calculations.
End of the algorithm.
The software implementation of the method of processing various types of data in intelligent 

management systems of network and server architecture is given below:

// Duck Swarm Algorithm.cpp
#include <iostream>
#include <vector>
#include <cmath>
#include <limits>
#include <cstdlib>
#include <ctime>
using namespace std;
const int POPULATION_SIZE = 50;
const int DIMENSIONS = 2;
const int MAX_ITERATIONS = 1000;
const double INERTIA = 0.5;
const double LEARNING_RATE = 2.0;
struct Duck {
    vector<double> position;
    vector<double> velocity;
    double fitness;
    Duck(int dimensions) {
        position.resize(dimensions);
        velocity.resize(dimensions);
        fitness = numeric_limits<double>::infinity();}};
double fitnessFunction(const vector<double>& position) {
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    double sum = 0.0;
    for (double x : position) {
        sum += x * x;}
    return sum;}
void updatePosition(Duck& duck, const vector<double>& bestPosition) {
    for (int i = 0; i < DIMENSIONS; ++i) {
        duck.velocity[i] = INERTIA * duck.velocity[i] +
            LEARNING_RATE * ((double)rand() / RAND_MAX) * (bestPosition[i] – duck.position[i]);
        duck.position[i] += duck.velocity[i]; }}
void duckSwarmOptimization() {
    vector<Duck> population(POPULATION_SIZE, Duck(DIMENSIONS));
    vector<double> globalBestPosition(DIMENSIONS);
    double globalBestFitness = numeric_limits<double>::infinity();
    for (Duck& duck : population) {
        for (int i = 0; i < DIMENSIONS; ++i) {
            duck.position[i] = ((double)rand() / RAND_MAX) * 10 – 5; 
            duck.velocity[i] = ((double)rand() / RAND_MAX) * 2 – 1;  }
        duck.fitness = fitnessFunction(duck.position);
        if (duck.fitness < globalBestFitness) {
            globalBestFitness = duck.fitness;
            globalBestPosition = duck.position;
        } }
    for (int iter = 0; iter < MAX_ITERATIONS; ++iter) {
        for (Duck& duck : population) {
            updatePosition(duck, globalBestPosition);
            duck.fitness = fitnessFunction(duck.position);
            if (duck.fitness < globalBestFitness) {
                globalBestFitness = duck.fitness;
                globalBestPosition = duck.position; }}
        cout << "Iteration " << iter + 1 << " Best decision: " << globalBestFitness << endl;}
    cout << " Optimized solution: ";
    for (double x : globalBestPosition) {
        cout << x << " "; }
    cout << endl;}
int main() {
    srand(time(0));
    duckSwarmOptimization();
    return 0;
}
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2.3 The method of increasing the efficiency of processing various types of data 
in intelligent management systems of network and server architecture

In this chapter of the dissertation research, an optimizer based on the simulation of reptile be-
havior (the case of crocodiles and alligators) is proposed – a population-based stochastic algorithm 
that uses reptilian agents (RA) as search agents.

The method of increasing the efficiency of processing various types of data in intelligent mana-
gement systems of network and server architecture consists of the following sequence of actions:

Step 1. Input of initial data. At this stage, the main parameters of the algorithm are deter-
mined, such as:

– the type of task being solved;
– the number of agents in the population;
– the type of data (structured, unstructured), archived, real-time data;
– the number of variables characterizing the task being solved;
– available computing resources of the system;
– the type of uncertainty about the hierarchical system (complete uncertainty, partial uncer-

tainty, complete awareness);
– the volume and type of the research sample;
– the volume and type of test sample;
– artificial neural network architecture, etc.
Step 2. Creation of a RA flock. Initialization of the RA population Xi (i = 1, 2, ..., n) takes place. 

RA set form a population described by the matrix X. The initial population of RA in this set of 
algorithms is generated taking into account the uncertainty about the state of the intelligent 
management system of the network and server architecture based on the constraints of the prob-
lem under consideration. Members of the RA population are search agents in the solution space, 
providing candidate values for the problem variables based on their positions in the search space. 
Mathematically, each member of the general population is a vector, the number of elements of 
which is equal to the number of task variables.

The issuance of RA is carried out taking into account uncertainty about the data circulating in 
the system based on the basic system model and circulating data models [2, 19, 21]:
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where X is the population matrix of RA; Xi is the i-th member of the RA flock (solution candidate); 
xi,d is the d-th dimension in the search space (decision variable); N is the number of RA; m is the 
number of decision variables.

Step 3. Numbering of RA in the flock, i, i ∈[0, S]. At this stage, each RA is assigned a serial number. 
This makes it possible to determine the parameters of finding a solution for each individual in the flock.

Step 4. Determination of the initial speed of the RA.
Initial speed v0 of each RA is determined by the following expression:

v v v vi S= ( )1 2, ,..., , v vi = 0. (2.27)

The process of updating the RA population is based on the simulation of two strategies:  
the exploration phase and the exploitation phase.

Step 5. Preliminary assessment of the RA search area. In this procedure, the natural language 
search section is determined precisely by the halo of RA existence. Given that food sources for RA 
are food of animal origin, it is advisable to sort the suitability of food sources (Step 6).

Step 6. Classification of food sources for RA.
The location of the best food source (minimum fitness) is considered to be (FSht) the animal 

food (carrion) that is nearby and requires the least energy expenditure to find and obtain it. Deli-
cacy food of animal origin will be denoted as FSat.

Other non-priority food sources (food that is necessary for the survival of individuals) will be 
designated as FSnt:

FSht = FS(sorte_index(1)), (2.28)

FSat(1:3) = FS(sorte_index(2:4)), (2.29)

FSnt(1:NP-4) = FS(sorte_index(5:NP)). (2.30)

Step 7. Determination of the number of available computing resources of the system.
At this stage, the amount of computing resources available for calculations is determined. In accor-

dance with the provisions outlined in Step 4, the concept of updating the provisions of the RA is chosen.
Step 8. Intelligence (surrounding the prey).
The encirclement (reconnaissance) phase is the phase of global exploration of RA space. The RA 

research strategy is related to the current number of iterations. If t≤0.25T, the RA will enter the stra-
tegy of a high move. The reconnaissance phase is described by the following mathematical expression:
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where Xnewi
j is the j-th dimension of the i-th new RA solution; XGj is the j-th dimension of the optimal 

solution obtained at the moment; t is the current iteration number; T is the maximum number of ite-
rations; ηi

j is the j-th hunting operator of the i-th RA, which is calculated using the expression (2.32); 
β is a constant and is equal to 0.1; Ri

j is the value of the i-th option of the decision, used to reduce the 
search area by the j-th size, which is calculated using equation (2.33); r1 randomly takes values from  
1 to n; ς is the degree of noise of the data circulating in the system; ES is a random number in the range 
from –2 to 2, when the number of iterations decreases and equation (2.34) will be used to calculate:
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j j

i
jXG P= × , (2.32)
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ES r
T

= × × −





2 1
1

3 , (2.34)

P
X Md

XG UB LBi
j i

j
i

j j j
= +

−
× −( ) +

α
ε

, (2.35)

In equation (2.32), ε is the minimum; r2 is a number chosen randomly from the range 1–n. 
In equation (2.33), r3 is a random integer from –1 to 1. In equation (2.34), α = 0.1; Mdi is the 
average position of the i-th candidate for the solution, which is calculated using equation (2.35):
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, (2.36)

where d is the dimensionality of the problem to be solved.
Step 9. Verification of hitting the global optimum. At this stage, the condition for the algorithm 

to reach the global optimum is checked according to the specified optimization criterion.
Step 10. Global restart procedure.
The restart procedure can effectively improve the ability of the algorithm to go beyond the 

current optimum and improve the exploratory ability of the algorithm. If the optimal population of 
the algorithm remains unchanged after ke iterations, the population will most likely collapse into 
a local optimum. Thus, the candidate solution will be initialized randomly to speed up the departure 
from the global optimum:

Xnew rand UB LB LB nt kei
j = × −( ) + >, . (2.37)

Step 11. Hunting phase (exploitation).
Under the condition t > 0.5T, the hunting phase begins, and when t > 3/4T and t ≤ T are the 

hunting cooperation strategies of the RA. Its equation for updating position is as follows:
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Finally, if the position of the new candidate RA is closer to the food than the current one, the 
RA will move to the new candidate position and proceed to the next iteration:

X t Xnew t F X t F Xnew ti
j

i
j

i i+( ) = ( ) ( )( ) > ( )( )1 , ,if  (2.39)

where F() is a function to calculate the matching value; Xi is the location of the i-th candidate 
solution; Xnewi is the location of the i-th new candidate solution.

Step 12. Combining individual optimization algorithms into a mixed one.
To combine different types of natural optimization algorithms, an ensemble mutation strategy is 

used, which can generate various individuals to improve the global search capabilities of the hybrid 
algorithm, which is written as follows:
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where Vi1, Vi2 and Vi3 are newly generated mutant positions of the i-th search agent; R R1 11  are 
the different integer indicators in the range [1, N]; F1, F2 and F3 are scale factors with values  
of 1.0, 0.8, and 1.0, respectively; r r10 12  are the random numbers in the range [0, 1]. In addition, 
the C1, C2 and C3 parameters are 0.1, 0.2, and 0.9, indicating the crossover rate.

After generating candidate mutant positions Vi1, Vi2 and Vi3, the best position Vi with the lowest 
fitness value will be selected to compare with the fitness of the original position Xi, and then the 
best position will be saved as a new Xi to participate in the next iteration calculation. These pro-
cesses can be described using equation (2.43):
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where F(⋅) is the cost function.
Step 13. Checking the stop criterion. The algorithm terminates if the maximum number of iterations 

is completed. Otherwise, the behavior of generating new places and checking conditions is repeated.
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Step 14. Learning RA knowledge bases.
In this research, the learning method based on evolving artificial neural networks developed in 

the research [2] is used to learn the knowledge bases of each RA.
The method is used to change the nature of movement of each RA, for more accurate analysis 

results in the future.
Learning the RA knowledge base is an important step that allows agents to accumulate 

experience and improve their performance in the process of performing tasks. This learning may 
include storing information about discovered resources, objective functions, optimal routes, 
the behavior of other agents, and mechanisms that help agents make decisions based on the 
received data.

The end of the algorithm.
The software implementation of the method of increasing the efficiency of processing various 

types of data in intelligent management systems of network and server architecture is given below:

// reptilian agents.cpp 
#include <iostream>
#include <vector>
#include <unordered_map>
#include <thread>
#include <future>
#include <mutex>
#include <cstdlib>
#include <ctime>
class Agent {
public:
    int id;
    double speed;
    double position;
    double bestPosition;
    double bestValue;
    Agent(int id, double speed)
        : id(id), speed(speed), position(0.0), bestPosition(0.0), bestValue(-1.0) {}
    void move() {
        position += speed; }
    void updateBest(double value) {
        if (value > bestValue) {
            bestValue = value;
            bestPosition = position; } }};
class AgentSwarm {private:
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    std::vector<Agent> agents;
    std::mutex mtx; 
    double globalBestValue; 
    double globalBestPosition; public:
    AgentSwarm(int numAgents) : globalBestValue(-1.0), globalBestPosition(0.0) {
        std::srand(static_cast<unsigned int>(std::time(nullptr)));
        for (int i = 0; i < numAgents; ++i) {
            double speed = (std::rand() % 10) + 1;
            agents.emplace_back(i, speed); }}
    void moveAgents() {
        std::vector<std::future<void>> futures;
        for (auto& agent : agents) {
            futures.emplace_back(std::async(std::launch::async, [&]() {
                std::lock_guard<std::mutex> lock(mtx);
                agent.move(); 
                double value = evaluate(agent.position); 
                agent.updateBest(value); 
                updateGlobalBest(agent); 
                std::cout << "Agent " << agent.id << " moved to position: " << agent.position
                    << ", Value: " << value << std::endl;}));}
        for (auto& future : futures) {
            future.get(); }}
    double evaluate(double position) {
        return -1 * (position – 5) * (position – 5) + 10; }
    void updateGlobalBest(Agent& agent) {
        if (agent.bestValue > globalBestValue) {
            globalBestValue = agent.bestValue;
            globalBestPosition = agent.bestPosition; }}
    void checkGlobalOptimum() {
        std::cout << "Global Best Position: " << globalBestPosition
            << ", Global Best Value: " << globalBestValue << std::endl; }
    void globalRestart() {
        std::cout << "Restarting swarm..." << std::endl;
        for (auto& agent : agents) {
            agent.position = 0.0; 
            agent.bestPosition = 0.0; 
            agent.bestValue = -1.0; }
        globalBestValue = -1.0;
        globalBestPosition = 0.0;}
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    void huntPhase() {
        std::cout << "Hunting Phase Started..." << std::endl;
        moveAgents();  }
    void learnKnowledgeBase() {
        std::cout << "Learning Knowledge Base..." << std::endl; }};
class FoodSource {
public:
    std::string type;
    double value;
    FoodSource(std::string type, double value) : type(type), value(value) {}};
void classifyFoodSources() {
    std::vector<FoodSource> foodSources = {
        FoodSource("Insect", 10.0),
        FoodSource("Plant", 5.0),
        FoodSource("Meat", 20.0)};
    std::cout << "Food sources classified:\n";
    for (const auto& food : foodSources) {
        std::cout << "Type: " << food.type << ", Value: " << food.value << std::endl; }}
int main() {
    int numAgents = 5; 
    std::cout << "Number of agents: " << numAgents << std::endl;
    AgentSwarm swarm(numAgents);
    std::cout << "Available computational resources: " << std::thread::hardware_concurrency() 
<< " threads" << std::endl;
    classifyFoodSources();
    for (int i = 0; i < 3; ++i) { 
        std::cout << "\nIteration " << i + 1 << std::endl;
        swarm.moveAgents(); 
        swarm.checkGlobalOptimum(); 
        swarm.huntPhase(); 
        swarm.learnKnowledgeBase(); 
        swarm.globalRestart(); }
    return 0;}

Conclusions

1. The research proposed a complex model of processing various types of data in intelligent 
decision-making support systems.
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The essence of the complex approach in modeling is that two partial models are proposed: 
a model for processing heterogeneous data in intelligent decision-making support systems and 
a model for processing homogeneous data in intelligent decision-making support systems.

The analysis of the model of the intelligent DMSS for the processing of various types of data 
allows to draw the following conclusion. While solving the task of processing various types of data, 
a model of intelligent DMSS is proposed, in contrast to the traditional ones, even in the process 
of solving partial tasks incorrectly started by experts prbh with the help of self-organization, ex-
pressed in the coordination of partial tasks, the decision maker strives for an ideal solution to the 
task of processing various types of data. This increases the efficiency of finding an acceptable 
result from the processing of various types of data prbu. At the same time, errors in the processing 
of various types of data will be detected and corrected before the result is obtained prbu. At the 
same time, in classic DMSS, a repeated solution is required to detect an error in the processing 
of various types of data.

The model of homogeneous data processing is based on the idea that the same processing of 
homogeneous data in intelligent DMSS can be solved in parallel by different functional elements. 
The relations of integration of elements arise as internal non-verbal images in the memory of the 
user, who can compare the dynamics of the simulation of the task of processing various types of 
data in intelligent DMSS from different points of view, which allows to see what modeling using 
a single model does not provide. Another assumption is developed in the model: the inclusion of 
a model of a person making a decision in the model of the intelligent DMSS leads to the emergence 
of the effect of self-organization. This makes it possible to interrelate the results of the work of 
individual functional elements of the intelligent DMSS in the process of synthesizing the solution to 
the task of processing various types of data, and not after, as in known models, which ensures the 
relevance of the intelligent DMSS to the real process of collective problem solving.

2. In this research, a method of processing various types of data in intelligent management 
systems of network and server architecture is proposed. The essence of the method consists in 
the processing of various types of data, which are different in nature, with units of measurement 
due to the use of the duck flock algorithm.

The novelties of the proposed method are:
– the type of uncertainty of the initial data on the state of the intelligent management system 

of the network and server architecture is taken into account, thereby reducing the time for making 
the first decision;

– the presence of a procedure for the implementation of an adaptive strategy for the search 
for food sources of the DA, which allows determining the priority of information processing;

– taking into account the presence of a predator while choosing food sources, which increases 
the level of information security during its processing;

– taking into account the available computing resources of the intelligent network and server 
architecture management system, thereby preventing overloading of the intelligent network and 
server architecture management system.
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3. Also, in this research, a method of increasing the efficiency of processing various types 
of data in intelligent management systems of network and server architecture is proposed.  
The essence of the method of increasing the efficiency of processing various types of data is to 
reduce the time of processing various types of data due to the use of an improved algorithm of the 
herd of reptiles.

The novelties of the proposed method are:
– taking into account the type of uncertainty and noisy data circulating in intelligent network 

and server architecture management systems. This is achieved through the use of appropriate 
correction coefficients;

– using the procedure of ensemble mutation, which allows to increase the efficiency of pro-
cessing various types of data due to the use of the selection of appropriate metaheuristic algo-
rithms and their joint data use;

– changing the search area by individual agents, which is achieved by adjusting the arrival of 
various types of data;

– changing the speed of movement of agents, which achieves the priority of processing various 
types of data;

– conducting training of knowledge bases, which is carried out by training the synaptic weights 
of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– avoiding the problem of local extremum.
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