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v

This scientific work is devoted to the development and improvement of information protection methods 
to counteract unauthorized access to information activity facilities and their telecommunication networks. 
The conclusions of the study indicate the need to implement innovative solutions to increase the level of 
security in modern cyberspace.

An improved algorithm for determining and transferring node hosts in the Blockchain system is pro-
posed, which uses floating hosts to increase the adaptability of the network to external attacks. This allows 
to automatically close ports during scanning, making it difficult for attackers to access the system and 
increasing the overall level of network protection.

A study of GPT models has shown their high efficiency in detecting cyberattacks on information activity 
facilities and their telecommunication networks. GPT 4.0 has demonstrated increased efficiency in process-
ing and detecting various types of attacks compared to GPT 3.5, which provides faster response time and 
improves the overall level of security.

The developed method of collecting event logs from decoys based on Blockchain provides high fault 
tolerance and reliability of logs, which is critically important for protecting information objects and telecom-
munication networks. The decentralized nature of Blockchain prevents unauthorized editing of information, 
creating a reliable system for storing attack data.

The developed model of a dynamic system of active traps based on software decoys using Blockchain 
technology integrates decentralized and automatically updated attributes of traps. This increases the ef-
fectiveness of network protection, reduces the load on the infrastructure and the response time of services 
during attacks, which increases the channel throughput and data transfer rate.

The developed mathematical description of the calculation of dynamic attributes of software decoys 
takes into account the capabilities of Blockchain Solana, which made it possible to model and optimize 
the distribution of network resources. This increased the effectiveness of protection and ensured a quick 
response of services during external attacks.

The method of using Blockchain-based software decoys obtained in the work increases the resources 
required by the attacker to carry out an attack, which increases the response time of cybersecurity spe-
cialists. The use of dynamic Blockchain-based software decoys demonstrates better performance com-
pared to static and other dynamic analogues, increasing the overall level of computer network security. The 
proposed cybercrime research system detects known attacks 31 % faster and is able to detect unknown 
attacks thanks to training the Isolation Forest model. The time for analyzing cybercrimes has been signifi-
cantly reduced thanks to the use of the GPT model, which provides an effective and fast response to threats.

KEYWORDS
Concept of a multi-loop security system, socio-cyber-physical systems, post-quantum secu rity mechanisms.

ABSTRACT
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CIRCLE OF READERS AND SCOPE OF APPLICATION

Methodology for Cooperative Conflict Interaction Modeling of Security System Agents is  
proposed. The concept of modeling the structure and functioning of the security system of criti-
cal infrastructure facilities is demonstrated for development of a model for the implementation of  
a terrorist act and the degree of security of the cyber system of a critical infrastructure object. Lot-
ka-Volterra model are used for assessing the level of security of critical infrastructure facilities. 
The method for assessing forecast of social impact in regional communities as a case of socio- 
cyber-physical systems security concept is presented.

Methodological aspects of providing information security of an individual, society and state in social 
networking services are investigated. Identification of threats to the information security of the state in 
the text content of social networking services is used for information security profiles of actors in social 
networking services, their classification, and information-psychological influence on actors and approach-
es to its evaluation. The model of conflictual interaction of civic movements in social networking services. 

Counteracting the strategic manipulation of public opinion in decision-making by actors of social 
networking services based on the conceptual model for managed self-organization in social networking 
services are developed.

The problems of physical access to critical infrastructure based on analysis of biometric protection 
systems as a class of authentication systems are introduces. Algorithms for thinning the critical infrastruc-
ture identification system and their software are implemented.

For teachers, scientific and engineering staff in the field of cybersecurity, information techno logy, so-
cial engineering, communication systems, computer technology, automated control systems and economic 
information security, as well as for adjuncts, graduate students and senior students of relevant specialties.



1

INTRODUCTION

The development and improvement of information protection methods to counteract unauthorized 
access to information facilities and their telecommunications networks is a critically important task in the 
conditions of modern cyberspace, which is constantly under attack from attackers. In the conditions of rap-
id technological development and the growth of the number of cyber threats, traditional protection methods, 
such as firewalls and intrusion detection systems (IDS), no longer provide a sufficient level of security. 
This necessitates the implementation of innovative solutions that will allow for the effective detection and 
counteraction of new threats.

One of the promising areas is the use of blockchain-based honeypot systems. Honeypots are a powerful 
tool for detecting and studying the behavior of attackers, as they imitate vulnerable systems and attract 
attackers. Using blockchain to implement honeypots provides an additional level of security and decen-
tralization, which makes it difficult to detect and compromise them. Blockchain allows to store and pro-
cess data about attacks in a distributed registry, which increases the reliability and stability of the system.  
In addition, blockchain technologies can ensure transparency and immutability of data, which is important 
for storing evidence of cyberattacks and further investigation.

Another important area is the study of cybercrimes using artificial intelligence (AI). AI-based systems 
are able to analyze large volumes of data in real time, detect anomalies and unusual activity, which indicates 
potential cyberattacks. Thanks to machine learning algorithms, such systems can adapt to new types of 
threats, providing more effective protection of information systems. The use of AI allows to automate the 
processes of detecting and responding to threats, reducing the need for human intervention and increasing 
the rate of response.

The relevance of the research lies in the need to develop new methods of information protection that 
take into account modern challenges and threats. The integration of blockchain and artificial intelligence 
technologies into the field of cybersecurity will allow the creation of comprehensive protection systems that 
will be able to effectively counteract unauthorized access and ensure a high level of security of information 
objects and their telecommunication networks. This will contribute not only to increasing the security of crit-
ical infrastructure, but also to the development of scientific approaches to ensuring cybersecurity on a global 
scale. Recently, there has been a growing interest in security and information protection for network systems 
that contain valuable data and resources that need protection from attackers. Security experts often use 
honeypots and honeynets to protect network systems. Honeypot is an outstanding technology for detecting 
new hacking methods by attackers. According to Spitzner, the founder of the Honeynet project, “a honeypot 
is a security resource whose value lies in being investigated, attacked, or compromised”. In other words,  
a decoy is a mirror of an object placed on the network to lure attackers. Honeypots are typically virtual ma-
chines that mimic real machines and services with open ports that can be found on a typical system or server.

As a proactive defense mechanism, honeypot is an indispensable tool for ensuring network security in 
applications such as the Internet of Things (IoT), wireless sensor networks (WSN), and transport networks. 
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Through proactivity and control, honeypots lure attackers into interacting with fake system resources, pre-
venting attacks on valuable resources. Compared with traditional methods such as firewalls and intrusion 
detection systems (IDS), honeypots have attracted widespread attention among cybersecurity forces due to 
their effectiveness. Honeypots are divided into two categories: static and dynamic. Static honeypots have a 
fixed configuration and response, which allows attackers to easily detect them. Dynamic honeypots, due to 
their variable configuration, are better able to deceive attackers and learn their attack modes. The problem 
of improving the attack prevention and intervention system of attackers has been studied by many scholars. 
Despite a large amount of research, there are still unresolved issues such as a centralized security man-
agement system, the computing power of security systems, and the human factor. Through data integration 
and analysis, a dynamic configuration scheme can be created and implemented in the local area network for 
the deployment of a corporate network. The result is implemented in a real system or network deployment.

The research paper used the centralized management of the Puppet system to automate the con-
figuration of servers. A VMware virtual machine was used to implement automated honeypot solutions. 
The research provided targets with services such as Apache web server, MYSQL server, FTP, and SMTP.  
A centralized Logstash server was used to process and index logs, Elasticsearch was used to store logs, and 
Kibana was used to search and visualize logs.

Attackers use tools such as SubSeven, Nmap, and LoftCrack to scan, identify, and penetrate corporate 
systems. Firewalls are installed to prevent unauthorized access, but they cannot prevent attacks from the 
Internet. An intrusion detection system (IDS) scans network traffic and identifies exploits and vulnerabilities, 
is able to display warnings, log events, and inform administrators about possible attacks. On the other hand, 
an intrusion prevention system tries to prevent known and some unknown attacks. However, an IDS can gen-
erate thousands of warnings every day, some of which are false positives. This makes it difficult to detect 
real threats and protect assets, so human intervention is required. Building networks based on Blockchain 
is a complex task that requires significant knowledge and experience. Using ready-made solutions, such 
as forking from Ethereum or Solana, is not suitable for implementing information protection systems. It is 
necessary to develop your own first-level Blockchain along with security policies, authorization protocols, 
and user authentication. In today's information security environment, creating your own first-level Block-
chain becomes a necessity for several reasons. First, off-the-shelf solutions, such as Ethereum or Solana 
forks, often do not meet the specific security requirements needed to protect information in corporate 
systems or critical infrastructure. They usually have generic protocols that are difficult to adapt for highly 
specialized tasks.

Creating your own blockchain allows to implement specialized security mechanisms, including:
– security policies that meet the unique needs of an organization or industry;
– authorization and authentication protocols designed to address modern threats;
– decentralization system that reduces the risk of a single point of failure.
In addition, your own Blockchain allows to integrate encryption algorithms designed specifically to 

protect confidential data and ensures the transparency and immutability of information in the system.  
This contributes to a more effective investigation of cyberattacks, as each operation is recorded in a dis-
tributed registry.
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It is important to emphasize that in the field of cybersecurity, saving on the development of such 
systems often becomes the cause of successful attacks. As statistics show, 80 % of successful penetra-
tions occur precisely due to insufficient funding for security systems. Thus, creating your own blockchain 
is an investment that allows not only to protect data, but also to strengthen the overall cyber resilience  
of the organization.

There should be no savings in the concept of security of important objects, because 80 % of successful 
attacks occur due to savings in protection. The remaining 20 % includes the human factor.

The paper considers all the advantages and disadvantages of protecting cyber systems built on Block-
chain technology and develops a conceptual solution using Blockchain-based software decoys with the 
property of host decentralization. The cybercrime and cybersecurity landscape between 2020 and 2023 
demonstrate the rapid development of threats. According to Qualys research, 25 % of vulnerabilities were 
used on the day of their publication, and 75 % – within 19 days. Varonis statistics show that 94 % of malware 
is delivered via email, and hackers attack an average of 26,000 times a day. Remote work adds complexity, 
increasing the time to detect and eliminate violations.

Integrating advanced technologies such as AI is key to effectively combating cybercrime. AI algorithms 
can process large amounts of data, detect anomalies, automate threat responses, and provide real-time 
security event information. This allows for the detection of unusual activities such as network traffic  
irregularities, suspicious emails, or financial transactions. The use of AI in information security highlights 
the importance of machine learning in threat detection. By training on cyber threat datasets, AI models can 
effectively detect malicious software in real-time.

The problem of improving cybercrime investigation systems and using AI has been studied by many 
scholars. Despite significant research, there are a number of unresolved issues, including ensuring com-
pliance with international standards and the impact of the DevSecOps approach on cybercrime investiga-
tion. The experiments conducted comparing anomaly detection models provide an opportunity to create 
a prototype of a cybercrime investigation system that effectively detects suspicious activity and notifies 
information security analysts for detailed analysis.

This paper addresses the problem of cybercrime analysis, in particular the use of AI models to reduce 
the duration of analysis without reducing the effectiveness of cyberattack detection. Challenges include the 
integration of different systems, such as threat research and vulnerability management, as well as ensuring 
compliance with international standards. The advantages and disadvantages of cybercrime investigation 
using AI models and the DevSecOps approach are described.
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1 ANALYSIS OF THE PROBLEM OF USING SOFTWARE DECOYS AND  
REVIEW OF EXISTING SOLUTIONS FOR INFORMATION ACTIVITY OBJECTS

1.1 ANALYSIS OF THE CURRENT STATE OF RESEARCH AND PUBLICATIONS

Over the past few years, many different uses for software decoys have been proposed. Some are used 
to waste hackers’ time, others to reduce spam activity or to deceive attackers, and some to analyze the 
steps of a hacker’s intrusion. For several years, the security community has used honeypots to analyze the 
various methods used by attackers.

L. Spitzner introduced two types of honeypots: low-level interaction adventures, which are computer 
software that emulates operating systems and services that are typically used in a production environment 
in an organization, and high-level adventures, which involve deploying real operating systems on real or 
virtual machines, which are also used in security research [1]. L. Spitzner also identified two critical require-
ments for a honeynet architecture:

1) data controls reduce risk by ensuring that once an attacker infiltrates the honeynet systems, these 
compromised systems cannot be used to attack or harm other systems;

2) data capture ensures that security experts can detect and capture all actions performed by an 
attacker, even if they are encrypted [1].

This study used high-interaction manipulators to collect data from real systems.
B. Sobesto et al. presented DarkNOC, a management and monitoring tool for complex honeynets.  

It consists of various types of Honeypots, as well as other data collection devices. They designed a solution 
that can handle the large amount of malicious traffic received by a large Honeynet network and effec-
tively provide a user-friendly web interface to display potential compromised hosts to network security 
administrators, and also provides an overall security status of the network. In this study, Kibana imple-
mented a user-friendly web interface to visually display attacks with high frequency. D. Dittrich noted that 
a distributed network of decoys can grow in size. A single honeypot cannot effectively monitor and cont- 
rol attacks [2–4].

Analyzing attack data originating from a large number of individual honeypots in a network is challenging. 
D. Dittrich recommended using Manuka, a front-end and back-end database tool, to address this complex 
problem [5]. The database contains system attributes that complement the search for operating system 
type, version, and installed services. He stated that Manuka can take just one person to install honeypots, 
load them into a database, and rapidly deploy them across a distributed network. Similarly, this study used 
the open-source automation management tool Puppet to deploy servers and services to honeypots without 
manual intervention [6–8].

Weiler proposed a system that large organizations could use to protect against distributed denial- 
of-service attacks. His research relied on honeypot technology, which has two advantages.

Weiler includes a demilitarized zone network that implements services such as web, mail, ftp, and DNS 
for access via external networks. The organization’s local area network (LAN) is in another zone protected 
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by a firewall. The infrastructure then introduced a new system: a honeypot, which would mimic the internal 
network and attract DDoS attackers. Weiler also created internal systems within the organization to act as 
a decoy. “For example, if an attacker’s compromised packets are detected on a corporate web server, the 
packets are sent to the honeypot for processing. The response that the attacker receives is indistinguish-
able from the real response from the web server” [8].

The above design solved three problems: attacks can be detected, attack packets can be actively di-
rected to the honeypot, and the honeypot can mimic the organization’s network infrastructure, at least parts 
known to the attacker. J. Wilson, D. Maimon, B. Sobesto, and T. Zucker studied the effect of a surveillance 
banner on an attacked computer system, which reduced the likelihood of command entry during longer ini-
tial intrusion incidents. The study also found that the likelihood of the number of commands entered during 
subsequent intrusion incidents on the same system was determined by the presence of the surveillance 
banner and whether the commands were entered as a result of previous intrusion incidents [9]. 

J. Wilson et al.’s results show that the average number of intrusion incidents per computer is 4.44 
and 4.48 for computers without banners and surveillance banners, respectively. This is not a statistically 
significant difference; however, the presence did affect the severity of intrusion incidents. The study also 
found that attackers who received a surveillance banner and spent at least 50 seconds on the system were 
8 % less likely to enter commands into the system than their counterparts who did not receive a surveil-
lance banner. Of those who had not previously entered commands into the system, 38 % of those with a 
surveillance banner and 47 % of those who did not enter commands entered commands during a second 
intrusion incident. Furthermore, of those who entered commands into the system, 67 % of those with a 
surveillance banner and 63 % of those without surveillance banners entered commands during a second 
intrusion incident [9].

The study comes from a randomized controlled trial conducted at a large public university in the United 
States of America. Over a 7-month experimental period, 660 target computer systems were deployed after 
being compromised by system intruders. These systems caused 2,942 intrusion incidents. Again, they said 
that each of these systems was randomly assigned to display a video surveillance banner (n = 324) or not 
display surveillance (n = 336) upon each login to the respective system. The video surveillance banner is 
shown on the left, exactly as the attackers saw it, with the message: “This system is under continuous sur-
veillance. All user activity is monitored and recorded”.

R. Stockman, J. Rein, and M. Hayle used the open-source Honeynet system to study the impact of a 
system banner message on hackers. The study was conducted over a 25-day period, collecting data on 
nearly 200,000 events [10]. 

According to R. Stockman et al., 510 logins were allowed through password tampering, and of the  
510 logins, 280 received a warning banner and 230 received no banner at all. The average duration of the at-
tempts for those with the warning banner was 15.29 seconds and for those without was 23.45 seconds. The 
average duration for those with the warning banner was 9 seconds and for those without was 11 seconds. 
In addition, the attackers did nothing during the login because the system only recorded a few commands. 
However, they stated that the study did not allow attackers to log in as root, which may have led to a de-
crease in activity [10].
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The work by R. Stockman et al. used manual intervention to configure the honeynet network. However, 
this study investigated ways to create targets that are of greater interest to hackers to attack services such 
as web servers or database servers, which appear to be resources of real value to attackers [10].

H. Döring proposed five test cases in which a honeypot could be deployed in different ways in a partic-
ular environment, and explained their individual attributes. According to his study, “the number of attacks 
that occur in a secure environment is smaller than the number of attacks from an unsecured environment, 
at least they should. Therefore, after comparing the results, one should focus on the environment” [11].

The results of D. Döring’s study provided a practical approach to honeypot deployment. He discussed 
four phases: analysis, design, implementation, and conclusion. According to him, the first phase of develop-
ment begins with gathering knowledge about Honeypots and defining requirements [11]. 

J. Hoke and M. Bikas presented an intrusion detection system (IDS) that uses a genetic algorithm (GA) to 
effectively detect different types of network attacks. Their approach used evolutionary theory to filter traf-
fic data and thus reduce complexity [20]. They used a randomly generated population of chromosomes that 
represent all possible solutions to a problem, which are considered as candidates. From each chromosome, 
different positions are encoded as bits, symbols, or numbers [12].

It is also worth noting that some honeypot schemes are dynamic. The dynamic property is mainly reflected 
in the configuration and deployment [21]. M. Kuwatly proposes a dynamic honeypot scheme and uses Nmap, P0f, 
and Snort for active detection and passive fingerprinting [2]. Honeyd and some highly interactive honeypots 
are used to simulate the network and redirect network traffic, respectively. The dynamic honeypot mechanism 
interacts with the above-mentioned modules, dynamically configuring Honeyd and providing a configurable 
interface. Hassan et al. dynamically configures honeypots to simulate a real industrial network in real time 
(i.e., the honeypot is a decoy of the real system) and allocates unused IP addresses to the Honeyd cluster [4]. 

H. Saeedi et al. studies dynamic decoy management. According to the data collected from routers, 
firewalls, IDS and honeypot, the honeypot configuration is dynamically adjusted to adapt to the network 
environment. W. Fan et al. combines a high-interactive honeypot with a low-interactive one. The adaptive 
honeynet scheme is implemented by modeling some operating systems. The key module of this scheme 
is the Honeybrid gateway, which contains the decision-making and forwarding parts. The former is used 
to capture and forward certain network traffic to Honeyd. The latter aims to redirect the Honeyd flow to a 
high-interactive software decoy. The above works discuss the dynamic honeypot configuration scheme [4]. 
There are some works on the dynamic honeypot deployment. C. Hecker and B. Hay propose a honeypot de-
ployment automation scheme. Active and passive network flow detection technologies are used to monitor 
the network. User configuration information is stored in a database, which can serve as a classification 
criterion for creating a new honeynet, limiting the throughput and the target IP range of the network [13].  
A dynamic Honeypot scheme based on machine learning, Honeyvers, was proposed by M. Fraunholz et al. 
The network environment is scanned and the equipment is classified to determine the exact number of hon-
eypots, thus automatically generating configuration information and subsequent deployment of honeypots. 
To solve the problem caused by uneven honeynet deployment, Fan et al. put forward a multi-virtual net-
work management architecture that generates specific honeynet information based on different queries.  
An individual honeynet is automatically deployed by a set of tools [7, 14].
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These dynamic honeypot schemes pretend to fit into the network environment self-adaptively and 
focus on deceiving attackers. However, the location of these decoys seems to be fixed after determining the 
configuration or deployment information. With the development of anti-honeypot technology, all these de-
signs are likely to be found and accounted for. Due to the location transformation property in the proposed 
scheme of this paper, these dynamic honeypot configurations are different from others. In the proposed 
scheme, even if attackers discover the honeypot, they cannot find the real nodes and users.

C. White and B. Mazanec’s book “Understanding Cyber Warfare: Politics, Policy, and Strategy” describes 
the evolution of cyber conflict: from its roots of covert espionage to the sophisticated digital offensives of 
today. It analyzes how states and non-state actors use cyber potential to achieve their goals. “Understand-
ing Cyber Warfare: Politics, Policy, and Strategy” recognizes that cyber conflict is not a one-sided affair. The 
book identifies the actors involved: from nation-states with powerful digital arsenals to shadowy non-state 
groups and even private companies with their own strategic goals. Understanding their motives and capa-
bilities is essential for analyzing cyber conflicts and predicting future threats [15].

Due to the relevance of the topic of cyber threats, there has been a huge increase in cybersecurity 
research to support cyber programs and avoid the major security threats that these programs face. In the 
paper “Cybersecurity threats and vulnerabilities: A systematic study” the authors conducted a systematic 
review of research articles published between 2014 and 2019. They used a search strategy to identify relevant 
articles and then analyzed them based on a predefined set of criteria. This allowed them to identify the most 
common critical cybersecurity threats and vulnerabilities, as well as the relationships between them. The 
study identified a wide range of cybersecurity threats and vulnerabilities. In particular, these are threats that 
target network infrastructure, such as denial-of-service attacks, malware, and botnets; threats targeting 
software applications, such as SQL injection attacks, XSS attacks, and buffer overflows; threats targeting 
data, such as data breaches, unauthorized access, and data loss; threats targeting the operating system and 
hardware, such as zero-day attacks, embedded software vulnerabilities, and physical security breaches. The 
results of this study are of great importance to cybersecurity professionals. By understanding the most com-
mon critical threats and vulnerabilities, organizations can develop more effective defense strategies [16].

An important aspect of countering cyberattacks, once they are understood, is a well-defined defense 
strategy. The article “On the most common threats to cyber systems” by H. Kettani and P. Wainwright offers 
an analysis that includes general trends in the complexity of attacks, actors, and the maturity of organi-
zations’ skills and capabilities to defend against attacks. The authors highlight the concept of increasingly 
sophisticated attacks orchestrated by state actors, while traditional defenses often fail to keep up. H. Ket-
tani and P. Wainwright emphasize the need for automation and proactive threat analysis to stay ahead of 
these sophisticated adversaries, urging organizations to implement state-of-the-art security measures and 
invest in qualified personnel [17].

The ever-increasing level of sophisticated, high-velocity cyberattacks presents new challenges to those 
working in cybersecurity. In the ever-evolving field of software development, security can no longer be 
simply a cosmetic addition to the finished product. A. Koskinen, in her article “DevSecOps: Building security 
into the foundation of DevOps” explores the core DevOps principles of culture, automation, measurement, 
and sharing (CAMS). The author interprets and applies these principles through security controls. Case 
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studies are also presented, demonstrating the successful implementation of DevSecOps in various organi-
zations [18]. These examples demonstrate DevSecOps as an approach that embeds Static Application Secu-
rity Analysis (SASA), Dynamic Application Security Analysis (DASA), and Software Composition Analysis (SCA)  
into the development framework, which can lead to not only more secure but also more efficient and resil-
ient software. DevSecOps can be defined as a cultural approach to improving and accelerating the achieve-
ment of business value through effective collaboration between development, security, and operations 
teams. The article “Self-Service Cybersecurity Monitoring as an Enabler for DevSecOps” is dedicated to 
self-service cybersecurity monitoring as a tool for implementing security practices in a DevOps environment. 
This study proves that a cybersecurity monitoring infrastructure using the DevSecOps approach allowed the 
detection of threats such as denial-of-service attacks and helped to better predict spoofing issues. This 
infrastructure is implemented according to DevOps best practices: it is automated using scripts and con-
figuration files, and its deployment is automated using virtualization and containerization technology [18].

The attempt to protect data by implementing best practices such as DevSecOps and information secu-
rity technologies has led to a growing role for cybersecurity. Due to the ever-growing threat landscape, risks, 
and challenges, in recent years, research by scholars has focused on the role of Artificial Intelligence and 
its impact on cybersecurity at a large scale. The article “Machine learning for intelligent data analysis and 
automation in cybersecurity: Current and future prospects” describes how machine learning can be used 
to automate cybersecurity tasks and improve data analysis for threat detection. This study provides an op-
portunity to determine that machine learning is revolutionizing cybersecurity by automating tasks and pro-
viding a deeper understanding of security data. R. Sahini, in his work “AI and critical infrastructure security: 
Challenges and opportunities”, explores the use of artificial intelligence to protect critical infrastructure, 
such as power grids and transportation systems, from cyberattacks. This study confirms that artificial in-
telligence can be a valuable tool for protecting critical infrastructure, but it also creates new vulnerabilities 
that need to be addressed [19]. The relevance of using machine learning is also highlighted in the article 
“Artificial intelligence and international security: Opportunities, risks, and the arms race” by M. Horowitz and 
J. Michael. However, the authors analyze the impact of artificial intelligence (AI) on international security, 
including potential benefits and risks, and indicate that artificial intelligence has the potential to improve 
both offensive and defensive capabilities in warfare, which raises concerns about a new arms race [20].

Research data indicate that AI can have both positive and negative impacts on organizational security, in 
particular, S. Zhou et al. in the article “Adversarial attacks and defenses in deep learning: From a perspective 
of cybersecurity” explores how attackers can manipulate deep learning models (e.g., facial recognition) to their 
advantage, and how to defend against these attacks. In the course of this study, the author concludes that adver-
sarial attacks pose a serious threat to the security of deep learning, but various defense mechanisms are being 
developed [21]. Despite the fact that AI can improve the state of cybersecurity, its nature requires caution. As the 
analyzed materials emphasize, innovative approaches can increase task automation, data analysis, and even help 
prevent cyberattacks. However, the need for a comprehensive approach to cybercrime research can help with 
international security and critical infrastructure issues, given the potential for arms races and exploitation by 
attackers. Ultimately, both the DevSecOps approach and AI models act as transformative forces in cybersecurity, 
requiring responsible development, deployment, and further research to reap the benefits and mitigate the risks.
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1.2 OVERVIEW OF SOFTWARE DECOYS AND THEIR PURPOSES

First of all, a honeypot is a computer system. It has files, directories, just like a real computer. However, 
the purpose of the computer is to lure hackers into it to observe and monitor their behavior. Therefore, it 
is possible to define it as a fake system that looks like a real system. They are different from other security 
systems because they do not only find a single solution to a specific problem, but also have the power to 
apply a variety of security problems and find multiple approaches to them. For example, they can be used 
to record malicious actions in a compromised system, they can also be used to study new threats to users 
and generate ideas on how to get rid of these problems. Honeypots can be divided according to their goals 
and level of interaction. If to look at the goals of the decoys, it is possible to see that there are two types of 
decoys: research and production [22–46].

Growth trends of decoy technology users:
2010–2012: moderate growth, as Honeypot/Deception technologies are still in their early stages of de-

velopment and are more actively used by security researchers and organizations with a high level of cyber-
security knowledge.

2013–2016: rapid growth, as a result of wider recognition of Honeypot/Deception technologies and their 
effectiveness in combating cybercrime. The development of open source and commercial products also 
contributes to the spread of these technologies.

2017–2023: steady growth with an increased rate, as more companies and organizations integrate Hon-
eypot/Deception technologies into their cybersecurity systems. Cybersecurity professionals and companies 
are increasingly using these solutions to proactively detect and block threats.

A schematic diagram of the growth trend can be seen in Fig. 1.1.
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 Fig. 1.1 Schematic diagram of the trend of the use of software decoys by users

Research decoys are mainly used by military, research and government organizations. They collect a 
huge amount of information. Their goal is to identify new threats and learn more about the motives and 
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techniques of Blackhat. The goal is to learn how to better protect the system, they do not bring any direct 
value to the security of the organization [23].

Production honeypots are used to protect the company from attacks, they are implemented inside the 
production network to improve overall security. They collect a limited amount of information, mainly low-in-
teraction decoys are used. Thus, the security administrator closely monitors the movements of the hacker 
and tries to reduce the risks that may arise from him/her for the company. At this stage, it is possible to 
try to discuss and clarify the risks of using production software decoys. Since during the security testing of 
systems existing in the organization, unexpected actions may occur, for example, unauthorized use of other 
systems using honeypot functions. If the network administrator is not aware of this problem, they create big 
problems for the organization [24].

The groups of software decoys can be divided into: prevention, detection and response, which are 
schematically depicted in Fig. 1.2.

Software
decoy

Prevention Detection Response

 Fig. 1.2 Classification of software decoys into groups

Prevention is the first thing to consider in our security model. By definition, it means preventing hackers 
from breaking into the system. Therefore, it is possible to prevent them from gaining access to the system. 
There are many ways to do this securely. It is possible to use a firewall to manage network traffic and set 
some rules to block or allow it. Using authentication methods, digital certificates, or having strong pass-
words are the most common and well-known methods of protection. There are also encryption algorithms 
that encrypt data [25]. This is a good way to use it because it encrypts messages and makes them unread-
able. The relationship between the use of prevention and software decoys can be explained as follows. If 
a hacker understands that the company he/she is trying to hack uses honeypots, and he/she is aware of 
today’s security issues, this will make them think about it. For a hacker, this will be confusing and scary. 
Even if a company uses the methods discussed in the first paragraph to stay safe, it is still good to have 
a honeypot in the organization because security issues are concerned and handled professionally. Since 
security is very important, it is always good to be aware. There is no tolerance when there is a problem, it 
can cause great damage to any company. Since every company has confidential and important data, it is 
necessary to protect the data from attackers [26].

Detection is the act of detecting any malicious activity in the system. It is assumed that the prevention 
did not work somehow, the system was hacked by a hacker. There are several ways to detect these attacks. 
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A well-known solution for detection is Network Intrusion Detection Systems. This technology will help 
users know if the network is hacked, but it will not prevent hackers from attacking the system. For com-
panies, such detection systems are expensive. At this stage, manipulators are valuable for monitoring 
the activity [2].

Response. At this stage, we are sure that an attack has occurred and there will be a response  
to it. This is where the investigation begins. When a hacker compromises a system, he/she leaves traces. 
With the right tools, it is possible to process the data in such a way that we have some clues about what 
happened to the system. It is possible to look at the log files and try to investigate what happened [5].

1.2.1 ANALYSIS OF ADVANTAGES AND DISADVANTAGES OF SOFTWARE DECOYS

There are many security solutions available on the market. Everyone can browse the various options 
on the Internet and find the most suitable solution for their needs. The advantages and disadvantages are 
shown in Table 1.1.

 Table 1.1 Advantages and disadvantages of using software decoys

Advantages Disadvantages

Honeypots can capture attacks and provide information 
about the type of attack, and if necessary, it is possible to 
see additional information about the attack through logs. By 
reviewing them, it is possible to see new attacks and create 
new security solutions. Additional checks can be obtained 
by looking at the type of malicious behavior. This helps to 
understand more attacks that may occur. Honeypots are not 
cumbersome in terms of data collection

Data capture is only possible when the hacker is ac-
tively attacking the system. If he/she is not attacking 
the system, it is impossible to capture information. If 
another system is being attacked, the honeypot will 
not be able to identify it. Therefore, attacks not on 
the honeypot system can damage other systems and 
cause big problems

They only deal with incoming malicious traffic. Therefore, 
the information that is captured is not as much as all traffic. 
Focusing only on malicious traffic makes the investigation 
much easier. Therefore, this makes decoys very useful. There 
is no need for a huge data store for a single malicious traffic

There is a drawback to fingerprinting in honeypots. 
It is easy for an experienced hacker to understand 
whether he/she is attacking the honeypot system or 
the real system. Fingerprinting allows to distinguish 
between the two. This is not a desired outcome

There is no need to maintain new technologies. Any computer 
can be used as a honeypot system. Therefore, creating such 
a system does not require additional costs. They are easy to 
understand, configure and install. They do not have complex 
algorithms. No need to update or change things

Honeypot can be used as a zombie to reach other 
systems and compromise them. This can be very 
dangerous

Since honeypots can capture anything malicious, they can 
also capture new tools for detecting attacks. This gives more 
ideas and depth to the topic, proving that different perspec-
tives can be discovered and applied to security solutions

Honeypots are passive defenses. They do not stop 
the attack in real time and may be ineffective in 
detecting attacks that are not directed at them. In 
addition, attackers can use honeypots to test new 
types of attacks
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1.2.2 INTERACTION LEVELS IN SOFTWARE DECOYS

Since honeypots have been classified according to their purposes, it is now time to take a closer look 
at the interaction levels. The interaction level refers to the extent to which a hacker can interact with the 
system [26]. The more data one wants to collect, the more interaction level is required. The more interac-
tion level also brings more risks to the network security. There are three categories of interaction levels 
in honeypots. They are called low interaction, medium interaction, and high interaction, which are shown  
in Fig. 1.3.

Software
decoy

Purpose

Production
Low

Medium

High

Research

Interaction

 Fig. 1.3 Interaction levels of a software decoy system

Low-interaction decoys can obtain the least amount of data compared to other honeypot systems. 
They are limited, so the risk to the attacker is also not proportional. First of all, there is no operating system 
to deal with. They can be used to detect new worms or viruses and analyze the traffic passing through the 
network. Low-interaction devices are easy to configure and understand.

Medium-interaction decoys are more advanced than low-interaction decoys. But this time, more infor-
mation and more sophisticated attacks can be obtained from the hacker. Since it is more advanced, it has 
more ways to enter the security of the system so that the hacker can access it. Mwcollect, honeytrap, and 
Nepenthes are some of the medium-interaction decoys in use today [27].

High-interaction honeypots are the most advanced honeypots. Unlike low and medium interaction hon-
eypots, there is an operating system. As a result, the hacker can do anything. Proportionally more data 
can be obtained from the hacker’s activities. However, it is the riskiest when it comes to security because 
it gives the hacker such access that he/she has no restrictions. Such honeypots are time-consuming and 
difficult to maintain. Honeywall is a good example of a high interaction honeypot [28].
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1.2.3 OBSTACLES TO THE DEPLOYMENT OF SOFTWARE DECOYS

HPT is rapidly evolving and is beginning to be used in large organizations that are required to protect 
highly sensitive or easily replaceable assets such as money. Businesses and governments are increasing 
their surveillance of the workplace, both physically and digitally. It is interesting to articulate whether the 
barriers to deployment are technological or organizational? From a technological perspective, most honey-
pot deployments are still very experimental, even in commercially supported solutions [29]. HPT is likely to 
be more robust in some respects than the intrusion prevention system (IPS) packages offered by commer-
cial vendors that some sites use. The adoption of IPS may be a result of its being marketed as a silver bullet 
replacement for the inability of IDS to detect new forms of attacks [30]. IPS, IDS and firewall technology 
provide a convenient and secure way to fend off external hackers at the perimeter of the network interface.

In contrast, honeypots are almost the antithesis of IDS, IPS, and firewall technologies, which take an 
approach that follows the principle celebrated by Sun Tzu: keep your enemies more closely watched than 
your friends, by bringing them inside a defensive perimeter and monitoring their every move. This mode of 
operation represents a significant shift in thinking from the perimeter mentality that underlies most modern 
network security. In the same way that modern warfare has evolved into network effects and operations, 
network security requires a similar paradigm shift from regulated compartments to network-centric tactics. 
One of the most common responses to the deployment of honeypots is the legal concept of “capture” [31].

This area is highly contentious and, of course, varies greatly depending on the jurisdiction in which 
the concept of capture is being considered. Internal honeypot systems do indeed pose various ethical and 
moral issues for an organization, but no more so than existing network monitoring schemes. For example, 
most organizations now record users’ email and World Wide Web usage, often without the user’s knowledge. 
The capture argument can be applied to these existing workplace surveillance scenarios. However, it is fair 
to say that properly constructed honeypot systems, placed on a corporate network that is tightly controlled 
by appropriate policies and procedures, should not pose any issues in this regard [32]. The honeypot in 
this situation should only encounter users who are directly violating company policy and whose actions 
are intentional, malicious, and deliberate. This would include policies that restrict users to accessing the 
services for which they are intended and that they are legitimately using. In addition, the honeypot system 
itself would contain warnings via banners or pop-up messages that access to these systems is intended for 
authorized personnel only and that actions outside of this point would violate company policy. If the user 
then decides to explore or attempts to compromise the system, they have made a conscious decision to do 
so, and this cannot be called hijacking [33].

Unlike external honeypots, internally deployed honeypots can capture existing behavior and threat 
patterns within an organization’s network. Internal honeypots may not have to respond to new types of 
malicious code or new exploits that target an external honeypot due to the depth of their network within the 
organization [34]. Consequently, the level of expertise required to effectively manage one may be lower, as 
they can leverage existing defaults in systems that mitigate known threats. Honeyfiles are a method that is 
not tied to any specific exploit and is aimed directly at determining whether a file has been accessed. The 
internal flaw of IDSs is that they look for a specific binary sequence or rule set compromise for a single  
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instance of behavior, to which they then typically respond with a single action, such as dropping a connec-
tion that either succeeds or fails. IDSs generally have poor mechanisms for allowing forensic reconstruction 
of an incident beyond the scope of the IDS’s actions, as their primary function is to protect the system, not 
to collect data. However, HPTs are designed to track and monitor any behavior without harm, even if there 
is interaction, for example, with the IDS in a honeypot system. The HPT should be designed to capture the 
actions of attackers and the impact on the system not only at the network level, but also at the system and 
application levels. This approach allows security professionals to reconstruct the sequence of events or 
actions that led to the incident, as all the data should be sufficient for the entire forensic reconstruction 
of the incident. This should allow internal security personnel to adopt a learning paradigm for remediating 
security incidents by analyzing this data.

Internal users can also compromise valuable internal systems that are not visible or accessible to the 
Internet through conventional countermeasures, unable to detect this abuse because they are typically fo-
cused on the external point of egress to the Internet. Many organizations use firewall and virtual local area 
network (VLAN) systems to control traffic flows to these high-value networks, and some even deploy IDS [18]. 
IDS and firewall technologies can suffer from a lack of forensic completeness due to the way they operate. 
There are often elements of trust at the organizational level that can make deploying and even managing 
these advanced countermeasures unpleasant [35]. This problem is perhaps exacerbated by the perception of 
attacks as external. Deploying internal decoy software in these valuable network segments can significantly 
reduce the risk profiles of the organization. This is because HPT can detect behavior before it becomes a 
problem and act as an early warning system for security administrators. For example, HPT can also effec-
tively record unknown or unspecified security flaws in existing systems, such as incorrect rights manage-
ment settings for a particular server or service, allowing an internal user to gain evidentiary capabilities.

1.3 THE PROBLEM OF USING DECOYS AND DECOYS TO PROTECT DATA IN COMPUTER NETWORKS

Honeypot can be considered the first embodiment of Deception technology, and they appeared in the 
late eighties and early nineties. Honeypot is a network object whose sole purpose is to attract an attacker 
and be attacked. When a Honeypot is attacked, it registers this and stores all the actions of the attacker. 
In the future, this data helps to analyze the attacker’s path. The second goal of Honeypot is to delay the 
attacker’s progress through the network, forcing it to spend time studying the fake resource. Let’s present a 
diagram of the Honeypot system in Fig. 1.4 [36].

Honeypot can be a full-fledged operating system that emulates an employee’s workplace or a server, 
or a separate service. Understanding the abilities of attackers is important for building a protection system 
that can detect them.

Here are some ways in which attackers detect the presence of Honeypots [37–40]:
– if access to the system seems too easy, it may be fake;
– usually, systems connected to the Internet do not have unnecessary ports and services, any deviation 

from this configuration may indicate a trap;
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– if the system still has default settings, this increases the likelihood of using a Honeypot;
– if there is a lot of free space on the hard drive or very little software, this may be a decoy;
– if the folder names are trivial (for example, “Salaries”, “Customer Data”, “Passwords”), it is obvious that 

the systems are aimed at luring attackers.

Without decoys

Servers PCServers PC

Decoys Decoys

With decoys

 Fig. 1.4 Honeypot system diagram

All these signals tell attackers that the system may be fake. These systems also have a number of 
disadvantages:

– each fake server must be configured separately;
– Honeypots do not interact with each other and with elements of the real infrastructure. They leave no 

trace and are difficult for a hacker to detect;
– Honeypots are usually not integrated into a centralized system.
This technology has gradually been replaced by another, more advanced and intelligent one – Deception.
Social engineering and phishing attacks are examples of how any class of solutions, including decoys, 

can be circumvented.
Many modern attacks begin by delivering a “decoy” to the user, such as a phishing email that they open 

on their computer. This allows the malware to penetrate the internal network and allows the attacker to 
move on to planning and executing the next stage of the attack.

Honeypots are not able to handle a phishing attack in the same way that users do. Therefore, Honeypots will 
not be able to provoke and detect an attack using such a vector. Unlike Honeypots, next-generation deception 
technologies can automatically change the decoy environment, not leaving it static, as befits a real network, in 
which user and network data naturally change. At the same time, deception technologies detect an attacker in just 
three to four steps in the network, even if deception elements are not deployed on every node [41].

Next-generation deception technologies provide users with powerful real-time attack detection and 
forensic collection functionality, with virtually no false positives, and attackers never know they are being 
monitored. Decoys are also effective for detecting attackers, but they have a much lower detection rate 
for real threats, generate much more false positives, and do not provide forensics from the real nodes that 
attackers use to attack.

Deception refers to solutions of the Intrusion Detection System (IDS) class. The main purpose of such 
a system is to detect unwanted attempts to access the network. In other words, Deception helps to detect 
network attacks. Honeypot is a separate network resource that does not interact with anyone, but only waits 
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for an attacker to record its actions [12]. On the other hand, Deception technology is a centralized system for 
managing fake network objects, which are usually called traps (decoys). Each trap is, in fact, a separate de-
coy, but they are all connected to a central server. The scheme of Deception technology is shown in Fig. 1.5.

Servers PCServers PC

Decoys

Management serverAdministrator

Without Deception technology With Deception technology

 Fig. 1.5 Scheme of the deception system

Such solutions usually have a convenient interface for managing traps. The operator can create traps 
with the desired set of emulated network services, in the selected subnet, with the desired method of 
obtaining an IP address, etc. [42]. Traps and the services emulated on them maintain constant commu-
nication with the server. Like Honeypots, traps in Deception do not provide legitimate interaction with the 
network (except for interaction with other Deception components). The trap will notify the server of any 
attempts to interact with it: this serves as an indicator of an attack. In this case, the operator can instantly 
receive a notification about the event [43]. It will indicate the details of what happened: the address and 
port of the source and target, the protocol of interaction, the response time, and so on. Additional modules 
in Deception technology can also provide manual or automated incident response capabilities (Fig. 1.6).

The concept of deception can include other things. Some components help simplify configuration and 
deployment automation, others make the decoys look more like real network services, and still others draw 
hackers’ attention to fake targets. Some components can perform related tasks, such as responding to inci-
dents, collecting indicators of compromise from workstations, and scanning them for vulnerable software [44].

An agent is a program that is installed on real workstations or servers of users. It is able to commu-
nicate with the deception server, execute its commands, or transmit user data to a control center. Among 
the solutions of the Deception class are both products that contain an agent and those that do not (Fig. 1.7).

Tasks for agents may include:
– collection of data on the state of the workstation;
– distribution of decoys;
– emulation of network activity;
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– incident response (manual or automated);
– collection of data for forensics;
– other – as needed by the customer and the developer’s imagination.

Servers PC PC

Decoys

Management serverAdministrator

 Fig. 1.6 Decoy system diagram

The activities of agents should be hidden from the person working at the computer [43]. First, the user can 
intentionally or accidentally remove the agent or its components. Second, the presence of unknown (or to some 
extent known – if the user is warned about it) software on the workstation can cause a feeling of discomfort. 
Third, everything that the user sees will be seen by an attacker who has gained access to this computer.

Agent decisions within the framework of deception should be made in such a way that the user does 
not see either the agent or traces of his/her vital activity (or at least tries to minimize it). Therefore, agents 
usually run in a privileged mode, like a driver for Windows or a kernel module for Linux. This allows, for 
example, to intercept system calls to ensure stealth, and also does not allow the user to remove the agent 
or prevent it from running [44].
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Servers PC

Decoys

Infected transmission

Reaction

Management serverAdministrator

 Fig. 1.7 Scheme of an agent system

Honeypot contains links and data to access a fake network resource. An attacker, having found such 
a link and authorization data, of course, wants to check what kind of service it is. It falls into the trap, and 
then an event signal is triggered (Fig. 1.8).

Servers PC

Decoys

Decoy

Decoy Decoy

Agent

Bait

Decoy  les

Management serverAdministrator

Admin Deception
server

Server + agent PC + agent

 Fig. 1.8 Decoy, agent and bait in the system
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The types and methods of placing the decoy depend on the type of trap to which the decoy leads. 
Decoys can be distributed in several ways. If agents are present in the deception, they are tasked with 
scattering the decoys [45]. In this case, the process can be easily automated: the control server sends a 
command to the agent, and the latter performs the necessary actions to install the decoy.

Some decoys may require an email address, domain address or something else. The problem can be 
solved by maintaining a database of fake network users. There are different approaches to maintaining 
such a database (Fig. 1.9).

Management server

Decoys

Servers PC
SSH RDP

 Fig. 1.9 Scheme of a false user system

For example, Deception can be integrated with a traffic analysis system. This allows to recognize the 
presence of authorization data in network traffic, find common features in them and generate users similar 
to real ones, according to identified rules.

NFC technology can be used together with software decoys or deception technologies, such as Honey-
pots, to increase the level of security of computer networks, especially in the context of authentication and 
authorization of individuals, for example:
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1. Increasing the level of authentication security: the use of NFC tags as a component of dual authen-
tication (password + tag) provides an additional layer of protection for decentralized hosts and computer 
networks, which reduces the likelihood of unauthorized access to the system.

2. Protection against phishing and other attacks: using NFC tags in combination with passwords can 
protect users from phishing, brute force attacks and other methods aimed at stealing passwords. Even if 
an attacker gains access to the password, without physical access to the NFC tag, he/she will not be able 
to log in to the system.

3. Distracting attackers: using NFC tags in software decoys and Honeypots can encourage attackers to 
spend their time and resources on analyzing and attacking decoys, instead of trying to gain access to real 
systems. This will help ensure the security of real corporate assets.

4. Collecting information about attackers: using NFC technologies, it is possible to create a decoy that 
stores information about attackers and their actions. This will allow to collect data about the activity of 
attackers, providing knowledge about threats and the ability to take preventive measures to protect com-
puter networks. Analyzing the data obtained can help identify weaknesses in the system and ensure their  
timely elimination.

5. Contactless communication: NFC technology works on the basis of contactless communication be-
tween devices over short distances, which provides rate and ease of use. This can be used to create decoys 
that are easy to deploy and control, while providing reliable protection against unauthorized access.

6. Protection against remote interception: since NFC has a short range, typically less than 10 cen-
timeters, it is difficult for attackers to remotely intercept the signal. This means that attackers need to 
have physical access to the decoy or tag to carry out an attack, which increases the level of security of  
the system.

In summary, the use of NFC technology together with software decoys and deception technologies 
such as Honeypots can increase the level of security of computer networks and decentralized hosts. Double  
authentication with a password and an NFC tag, as well as distracting attackers, collecting information 
about them, and reliable protection against remote attacks make NFC technology a valuable tool for improv-
ing the security of information systems [46]. 

1.4 ANALYSIS OF THE USE OF BLOCKCHAIN TECHNOLOGY

Blockchain is the underlying technology that powers many cryptocurrencies, such as Bitcoin and Ethe-
reum, but its unique way of securely recording and transmitting information has broader applications be-
yond cryptocurrencies [48].

Blockchain is a type of distributed ledger. Distributed ledger technology (DLT) allows records to be 
maintained on multiple computers, known as “nodes”. Any Blockchain user can be a node, but it requires a 
lot of computing power to operate. Nodes verify, approve, and store data in a ledger. This is different from 
traditional recordkeeping methods, which store data in a central location, such as a computer server.

Blockchain organizes information added to a ledger into blocks, or groups of data. 
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Each block can only contain a certain amount of information, so new blocks are constantly added to 
the ledger, forming a chain [49].

Each block has its own unique identifier, a cryptographic “hash”. A hash not only protects the informa-
tion in a block from anyone without the necessary code, but it also protects the block’s place along the chain 
by identifying the block that came before it.

A cryptographic hash is “a set of numbers and letters that can be up to 64 digits long”, says V. Agarwal,  
a partner in PwC’s financial services advisory practice. “It’s a unique code that allows the pieces of the 
puzzle to fit together” [50].

Once information is added to the Blockchain and encrypted with a hash, it becomes permanent and 
immutable. Each node has its own record of the complete timeline of data along the Blockchain, going back 
to the beginning. If someone tampers with or hacks one computer and manipulates the data for their own 
benefit, it won’t change the information stored on other nodes. The altered record can be easily distin-
guished and corrected because it doesn’t match the majority.

The way the system works, it is virtually impossible for someone to replicate the computational power 
that goes on behind the scenes to reverse engineer it and somehow figure out what the hashes are [51].

Here is an example of how the Blockchain is used to verify and record Bitcoin transactions:
1. Consumer purchases Bitcoin.
2. Transaction data is sent through a decentralized network of Bitcoin nodes.
3. Nodes confirm the transaction.
4. Once approved, the transaction is grouped with other transactions to form a block, which is added to 

the ever-growing chain of transactions.
5. The completed block is encrypted, and the transaction record is permanent; it cannot be deleted or 

altered on the Blockchain.
The Bitcoin Blockchain is public, meaning that anyone who owns a Bitcoin can view the transaction 

record. While it may be difficult to trace the identity of an account, the record shows which accounts are 
making transactions on the Blockchain. Public Blockchains also allow any user with the necessary comput-
ing power to participate in validating and recording transactions in the Blockchain as a node [50].

But not all Blockchains are public. Blockchains can be designed as private systems, so the owner can 
limit who can make changes or additions to the Blockchain. While the pool of participants may be smaller in 
a private Blockchain, it is still decentralized among those who participate. Private Blockchains ensure the 
security of any data stored in the database using the same encryption techniques. 

The idea of a secure, decentralized permanent record of information has sparked interest in a number 
of industries and potentially holds solutions to many of the security, recordkeeping, and data ownership 
issues we face today. Blockchain gives the technology to securely move information, says V. Agarwal, and 
have almost complete confidence in the authenticity of any information you want to protect. Let’s consider, 
for example, the stories that have been circulating in recent weeks about memes and celebrities who have 
made money off of digital property by selling NFTs (non-fungible tokens). Because the underlying Blockchain 
record is immutable, NFTs allow sellers to prove the authenticity of a digital asset. When you buy an NFT, 
that transaction is added to the Blockchain ledger and becomes a verified record of ownership. For those 
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who want to be able to verify the authenticity of a digital work, Blockchain helps to value digital art and 
collectibles in the same way as their physical counterparts. In theory, this leads to creators retaining value 
through the objects that receive royalties for copies of digital art [51–60].

Such uses illustrate the appeal of Blockchain not only for security, but also for information integrity. 
Blockchain has the potential to give people more security and confidence in this. Companies and govern-
ments around the world continue to test and implement Blockchain technology, but it won’t happen over-
night. If we ever reach a point where a government currency is based on Blockchain or medical records are 
converted to Blockchain, it won’t be anytime soon.

1.4.1 USING BLOCKCHAIN SYSTEMS AS SECURITY IN REAL-WORLD EXAMPLES

Bitcoin also works on Blockchain technology. The entire Blockchain is stored on a huge network of com-
puters. So, no one person has control over the history. Let’s say a user learns cryptocurrency-related data from 
Crypto Head [52], buys Bitcoins, and pays others using Bitcoins. What happens next? The computers on the Bit-
coin Blockchain rush to verify the accuracy of the transaction. This step certifies everything that happened on 
the chain. This way, no one can go back and change things. Therefore, the Blockchain cannot be easily forged.

This complex structure provides Blockchain technology with the potential to be the most secure form 
of information storage and exchange on the Internet that we have discovered. This is why innovators have 
started to apply the technology in various sectors to prevent fraud and increase data security.

Guardtime removes the need for keys for verification. Instead, they distribute every piece of data 
across nodes throughout the system. If someone tries to change the data, the system analyzes the entire 
mass of chains, compares them with the metadata package, and then excludes all that do not match.

This means that the only way to erase the entire Blockchain is to destroy each individual node. If only 
one node continues to work with the correct data, the entire system can be restored, even if all other nodes 
are compromised. In the context of hybrid warfare, this allows to protect any confidential information from 
destruction or distortion.

The Guardtime system works in such a way that it can always determine when changes have been made 
to the data, and constantly checks the changes. This ensures that there is no discrete way to interfere with 
the blocks in the chain, and the data remains uncompromised.

When choosing ready-made solutions or when creating your own first-level Blockchain, it is necessary 
to understand how they are formed and what they consist of. The Table 1.2 compares several of the most 
popular first-level Blockchain systems.

 Table 1.2 Comparative characteristics of applications built on the first level of Blockchain

Features Bitcoin Etherum IOTA

1 2 3 4

Fully released Yes Yes Yes
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 Continuation of Table 1.2 

1 2 3 4

Mining permissions Public Public, private, hybrid Public

Secure transaction system Yes Yes There are trusted validator nodes

External app support Financial only Yes Yes

Data privacy No No Yes

Forking capability Yes Yes No

No fees No No Yes

Key management No No No

Personal ID management No No No

User authentication Digital signature Digital signature Digital signature
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2.1 STUDYING THE POSSIBILITIES OF USING BLOCKCHAIN TO PROTECT DATA IN INFRASTRUCTURE  
FACILITIES

Blockchain has emerged as one of the most secure forms of transactions in the digital network space. 
As designed and conceived, the technology has been recognized for ensuring the integrity of information.  
If used correctly, many sectors can benefit from it, as depicted in Fig. 2.1.
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 Fig. 2.1 Blockchain technology application sectors

With the potential to be practical for many applications, Blockchain can be implemented in many cases. 
One of the best uses would be to use its integrity guarantee to create cybersecurity solutions for many 
other technologies. The following are some of the future beneficial use cases of Blockchain to enhance 
cybersecurity [56–83].

Protecting private messages. As the Internet turns the world into a global city, more people are joining 
social networks. The number of social networks is also growing. More social applications are launched with 
each dawn as conversational commerce gains popularity. During these interactions, a huge amount of 
metadata is collected. Most users of social networking platforms protect their services and their data with 
weak, insecure passwords.

Most messaging companies are turning to Blockchain to protect user data as a better option than 
the end-to-end encryption they currently use. Blockchain can be used to create a standard security 

2 STUDYING THE USE OF BLOCKCHAIN PROPERTIES TO PREVENT 
UNAUTHORIZED ACCESS TO INFORMATION ACTIVITY FACILITIES
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protocol. To enable inter-messaging capabilities, Blockchain can be used to form a unified API frame- 
work [42, 59, 69–76].

Recently, there have been numerous attacks on social platforms such as Twitter and Facebook. These 
attacks resulted in data breaches, millions of accounts were compromised, and user information fell into 
the wrong hands. Blockchain technologies, if well implemented in these messaging systems, can prevent 
such future cyberattacks, especially when it comes to internal structures and networks of the state, where 
this is a critical factor [57].

IoT security. Hackers are increasingly using peripheral devices such as thermostats and routers to 
gain access to shared systems. With the current obsession with artificial intelligence (AI), it has become 
easier for hackers to gain access to shared systems such as home automation through edge devices such 
as “smart” switches. In most cases, a large number of these IoT devices have sketchy security features.

In this case, Blockchain can be used to secure such shared systems or devices by decentralizing their 
administration. The approach would empower the device to make its own security decisions. Independence 
from a central administrator or authority makes peripheral devices more secure by detecting and acting on 
suspicious commands from unknown networks. 

Hackers typically break into the central administration of a device and automatically gain full control 
over the devices and systems. By decentralizing such device authority systems, Blockchain ensures that 
such attacks are harder to execute (if even possible) [58–60].

DNS and DDoS Protection. A Distributed Denial of Service (DDoS) attack occurs when users of a targeted 
resource, such as a network resource, server, or website, are denied access to or service to the target-
ed resource. These attacks shut down or slow down the resource systems. On the other hand, an intact  
Domain Name System (DNS) is highly centralized, making it an ideal target for hackers who can hack into 
the connection between an IP address and a website name. This attack makes the website inaccessible and 
even creates redirects to other fraudulent websites. Blockchain can be used to mitigate such attacks by 
decentralizing DNS records. By implementing decentralized solutions, Blockchain would remove the single 
points of vulnerability that hackers exploit. 

Decentralization of Storage. Data breaches and theft are becoming a major apparent cause of concern 
for organizations. Most companies still use a centralized form of storage. To gain access to all the data 
stored in these systems, a hacker simply uses a single vulnerability. This attack leaves the attacker with 
sensitive data, such as a business’s financial records. Using Blockchain, sensitive data can be protected by 
providing a decentralized form of data storage. This method will make it more difficult, if not impossible, 
for hackers to penetrate data storage systems. Many companies that use data storage services agree that 
Blockchain can protect data from hackers. Apollo Currency Team is a good example of an organization that 
has already adopted Blockchain technology in its systems (the Apollo Data Cloud).

Software. Blockchain can be used to ensure the integrity of software downloads to prevent third-party 
intrusion. Just as MD5 hashes are used, Blockchain can be used to verify activities such as firmware up-
dates, installers, and patches to prevent malware from entering computers. In the MD5 scenario, the new 
software ID is compared to hashes available on the vendor’s websites. This method is not completely reli-
able, as the hashes available on the vendor’s platform may already be compromised. However, in the case of 
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Blockchain technology, the hashes are permanently recorded on the Blockchain. The information recorded 
on the technology is immutable, and therefore, Blockchain can be more effective in verifying the integrity of 
the software by comparing it to the hashes on the Blockchain.

Cyber-physical infrastructure verification. Data tampering, system misconfiguration, and component 
failures have compromised the integrity of information received from cyber-physical systems. However, the 
integrity and verification capabilities of Blockchain technology can be used to authenticate the status of any 
cyber-physical infrastructure. Information received about infrastructure components through Blockchain 
can be more reliable for the entire chain of custody.

Data transmission protection. Blockchain can be used in the future to prevent unauthorized access to 
data during transmission. By using the full encryption function of this technology, data transmission can be 
protected to prevent access by attackers, be it an individual or an organization. This approach will lead to 
an overall increase in the confidence and integrity of data transmitted through Blockchain. Hackers with 
malicious intent maintain data during transmission to modify it or completely remove its existence. This 
leaves a huge gap in inefficient communication channels such as email.

All of the above-mentioned areas of application of Blockchain technology can be implemented as 
additional protection of critical infrastructure facilities of Ukraine, in dual-purpose networks, special in-
formation networks, as well as for the protection of confidential data when transmitting them over open 
or dual-purpose networks [73]. It can be argued that in conditions of hybrid warfare or during electronic 
warfare, when the ability to transmit military, intelligence data, operational data, etc. is not possible over 
closed networks, then Blockchain technology can be used. MaidSafe is a similar company based in the UK. 
Their goal is also to decentralize the Internet and create something like an alternative Internet, where users 
will be able to run programs, store data and do everything else that they usually do online, but in a more 
secure environment. When registering with this service, users can choose how much of their personal data 
storage space they want to allocate to the network. The system then provides safecoin, a cryptocurrency, to 
compensate users for the value (space) they offer to the network. Every file hosted on the MaidSafe network 
is encrypted, fragmented, and distributed among users. The only person who can make the data readable 
again is its owner, ensuring that no one other than the authorized owner can access the data.

2.2 THE RELATIONSHIP BETWEEN BLOCKCHAIN TECHNOLOGY AND AI, BIG DATA AND OTHER ADVANCED 
TECHNOLOGIES

The development and application of Blockchain technology would not be possible without the support of 
next-generation information technology infrastructures such as AI, big data, cloud computing, and the Internet 
of Things [79]. In turn, Blockchain technology has also contributed to the development of these information 
technologies. AI and Blockchain are expected to complement each other with their respective advantages:

1. AI can help solve the problems faced by Blockchain in terms of autonomy, efficiency, energy effi-
ciency, and intelligence, especially the reliability of data in AI applications, so that AI can focus more on 
algorithms. In addition, artificial intelligence can more effectively manage the autonomous organization of 
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Blockchain, expand and improve the functions and efficiency of smart contracts, and optimize Blockchain 
operations to improve security, efficiency, and energy efficiency.

2. Blockchain can provide distributed artificial intelligence, realize mutual invocation of various artifi-
cial intelligence functions, accelerate the development of artificial intelligence, break the currently closed 
development mode, and promote data sharing. In addition, Blockchain can also be used for audit log data 
models, which provides more reliable predictions, etc.

3. When the number of nodes reaches a certain scale, the attack cost will also be huge, which will make 
it difficult to implement the attack. In this sense, the problem of data leakage will be effectively solved.

4. The operation and maintenance cost of IoT is greatly reduced. With Blockchain technology, IoT can 
transmit data in a point-to-point manner.

5. Direct connection without the use of central processors. Distributed computing can be used to pro-
cess hundreds of millions of transactions. Moreover, the computing power, storage capacity, and throughput 
of hundreds of millions of idle equipment will greatly reduce the cost of computing and storage.

6. No third-party verification is required. Blockchain technology can help solve the problems of scal-
ability, single point of failure, timestamping, recording, confidentiality, trust and reliability in a completely 
consistent manner. In a fully decentralized trusted digital infrastructure, IoT equipment can operate inde-
pendently without the need to obtain any centralized authorization.

7. IoT security is guaranteed. Blockchain can record all actions of terminal devices. Since the recorded 
information can never be overwritten, data security and user privacy will be put under effective protection.

8. Cloud computing services are characterized by large scale, high reliability, low cost, flexibility and 
on-demand delivery. Combined with the decentralization and data protection of Blockchain, it has the po-
tential to promote the widespread application of Blockchain technology. In the future, based on Infrastruc-
ture and Services (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS), Blockchain as a 
Service (BaaS) will be established to integrate Blockchain technology into cloud computing platforms and 
create a BaaS cloud services market, thus providing stable and reliable cloud computing platforms for 
decentralized applications.

2.3 SECURITY AND PRIVACY ANALYSIS

Every information system must guarantee confidentiality, integrity and availability of services. Con-
fidentiality is achieved when information is not disclosed to unauthorized users; Integrity is achieved by 
protecting information from any form of modification, while availability means that information is available 
when needed and is free from DoS or DDoS or other similar service disruptions. This section presents 
a theoretical qualitative analysis of the security and confidentiality performance of a Blockchain-based 
e-government system [75–80].

Records stored in the proposed system are protected by public-key cryptography, which protects against 
malicious attempts to modify and/or unauthorized access, while network users are assigned private keys 
to verify and sign transactions. Encryption and digital signature are used in the network to ensure security, 
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confidentiality and access control of stored records. Furthermore, most Blockchain consensus algorithms 
(in this case DPoS) require an attacker to control at least 51 % of the peer-to-peer network to change a 
record, which is usually impossible to achieve. More precisely, to change any block in the blockchain, the at-
tacker must change every copy of that block in the network and then convince the majority of nodes that the 
new block is valid. Furthermore, to increase the confidentiality of the data stored in the proposed network, 
all user blocks are hashed and the unreadable transaction hashes are stored in the Blockchain [81–83]. 

The proposed system is a decentralized P2P system where user data is stored in different nodes, which 
guarantees the availability of the system, avoiding any single point of failure. Using DPoS, it is difficult for any 
attacker to launch DDoS or DoS attacks against the system, since registration is required for a node to start 
exchanging information with the rest of the peer-to-peer network. Any transactions received from a network 
node are verified by witnesses, making it difficult for malicious nodes to initiate malicious connections [84–86].

The security services and corresponding general measures provided by the proposed framework are 
summarized in Table 2.1, which ensures adequate confidentiality and security of transactions. To improve 
computational efficiency, user devices will run light clients to store transactions rather than a full copy of 
the Blockchain, which is expensive in terms of storage. E-government devices are expected to be compu-
tationally powerful with sufficient capacity to store and efficiently process user records. The network is 
able to offer the performance provided by Blockchain technology and the DPoS consensus protocol, such as 
scalability, rate, compatibility, and transparency, and it can handle a large number of transactions.

 Table 2.1 Security services and general measures

Security Service Countermeasures

Authentication Blockchain address and digital signature

Access control Digital signature and encryption

Confidentiality Encryption

Integrity Encryption and digital signature

Non-repudiation Encryption and digital signature

Availability Distributed/decentralized

Trust Decentralization, encryption and digital signature

The Elliptic Curve Cryptography (ECC) approach is used to implement encryption and digital signature 
in the proposed framework, which is a common practice for most existing Blockchain technologies such as 
Bitcoin and Ethereum. Let’s note that ECC and RSA (Rivest-Shamir-Adleman) offer a similar level of security, 
but ECC consumes a much smaller number of bits. For example, a 256-bit key in ECC offers the same level of 
security as RSA, which uses a 3072-bit key. A shorter key usually means low CPU consumption, low memory us-
age, and fast key generation. These advantages also contribute to fast transaction creation and block sealing. 
A summary of the key length research between RSA and ECC is given in Table 2.2. 256-bit ECC keys are widely 
used in Blockchain technology because they can provide the required level of security for most applications.
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 Table 2.2 Comparison of RSA and ECC key lengths in bits

RSA key length ECC key length Approximate ratio (RSA:ECC)

1024 160 6:1

2048 224 9:1

3072 256 12:1

7680 348 20:1

15360 512 30:1

In addition to security and privacy, Blockchain-based e-government also provides a number of other 
benefits, summarized in Table 2.3. These features make Blockchain technology a promising direction in the 
implementation of e-government, which can provide a convenient, secure and fault-tolerant communication 
channel between the public sector and citizens. The indirect benefits brought by Blockchain technologies, 
such as reducing bureaucracy, eliminating paper, reducing transaction costs and controlling corruption, can 
transform the governance ecosystem with a higher degree of trust from citizens [81].

 Table 2.3 Features of Blockchain-based e-government

Feature Explanation

Reduced human error Devices and user credentials are authenticated in advance before accessing the network

Increased public trust People have direct control over their information and all network participants are authenticated

Improved scalability The system can be easily scaled as it allows new devices and users to be automatically 
added to the network according to a consensus mechanism

Increased reliability Data is stored across multiple servers/locations. Consensus protocol ensures that data can 
only be changed with the consent of all participants

Increased fault tolerance Avoids single point of failure and the system is therefore resistant to malware, DoS and DDoS 
attacks

Improved auditability Easy to track the history of all transactions as they remain immutable in the network

Improved auditability All new transactions are verified by all network participants before being added to the Blockchain

Information ownership Individuals are responsible for providing access to their information

Improved access to 
information

Information is stored in multiple locations, which improves easy and fast access

Improved data quality All transactions and records stored in the system are verified in advance, which makes the 
stored information authentic with the required quality

Increased transparency All nodes in the network share the same copy of the Blockchain and new transactions are 
added based on a consensus mechanism

Reduced operating costs No third party is required to process transactions

Improved efficiency and 
rate

Anyone in the network can access all records subject to the availability privilege and new 
records are propagated to all participating nodes
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2.4 ADVANTAGES AND DISADVANTAGES OF USING BLOCKCHAIN TECHNOLOGY TO PROTECT CYBER 
SYSTEMS AND TELECOMMUNICATIONS NETWORKS

The technological complexity of building a Blockchain to protect cyber systems raises some concerns 
about implementation, security, and resilience. Let’s take a closer look at the pros and cons of Blockchain in 
the context of cybersecurity and data protection.

The main advantages of Blockchain technology for cybersecurity are as follows:
1. Decentralization – due to the peer-to-peer network, there is no need for third-party verification, as 

any user can see network transactions.
2. Traceability – all transactions in the Blockchain are digitally signed and time-stamped, so network 

users can easily track transaction history and track accounts at any historical point in time. This feature 
also allows a company to have reliable information about assets or product distribution.

3. Privacy – privacy of network participants is high thanks to public-key cryptography, which authen-
ticates users and encrypts their transactions. However, some Blockchain-based startups are going even 
further and improving this technology. For example, Guardtime has developed a Keyless Signature Infra-
structure (KSI), which allows users to verify the validity of their signature without revealing their keys.

4. Right to be forgotten – data privacy is important, even if your information is immutable. Since there 
is no way to erase unnecessary information, Blockchain technology ensures the privacy of your data when 
you forget your key, as no one can decrypt it.

5. Fraud protection – in the event of a hack, malicious behavior is easy to detect thanks to peer-to-
peer connection and distributed consensus. Blockchains are currently considered “unbreakable” because 
attackers can only affect the network by gaining control of 51 % of the network nodes.

6. Resilience – Blockchain technology has no single point of failure, which means that even in the event 
of a DDoS attack, the system will continue to operate normally thanks to multiple copies of the chain.

7. Integrity – distributed ledger protects data from modification or destruction. In addition, the technol-
ogy ensures the authenticity and irreversibility of transactions. Encrypted blocks contain immutable data 
that is resistant to hacking.

8. Resilience – peer-to-peer nature of the technology ensures that the network will operate 24/7, even 
if some nodes are offline or under attack. In the event of an attack, the company can make certain nodes 
redundant and operate as usual.

9. Data quality – Blockchain technology cannot improve the quality of your data, but it can guarantee 
the accuracy and quality of data once it is encrypted in the Blockchain.

10. Secure network access – employees may need constant access to the Blockchain from multiple 
devices, so the company risks losing control of its private keys. To avoid risks associated with key loss or 
human error, Blockchain REMME provides each user and each device with a special Secure Sockets Layer 
certificate, which eliminates the need for passwords. This approach makes it impossible for unauthorized 
access to the network.

11. Secure communication – business correspondence contains sensitive data that can be effec-
tively protected if to use Blockchain for cybersecurity. There are many startups that encrypt business  
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communication. For example, Obsidian uses Blockchain-based networks to mitigate vulnerabilities in end-
to-end encryption. A distributed chain for messages reduces the risk of surveillance.

12. Smart contracts – programs that are based on a registry. These programs ensure that the terms of 
the contract are fulfilled and verify the parties. Blockchain technology can significantly increase the securi-
ty standards for smart contracts as it minimizes the risks of cyberattacks and errors.

13. Availability -- there is no need to store your sensitive data in one place, as Blockchain technology 
allows to have multiple copies of your data that are always available to network users.

14. Increase customer trust -- customers will trust you more if you can provide a high level of data 
security. Additionally, Blockchain technology allows to instantly provide your customers with information 
about products and services.

Although Blockchain is changing cybersecurity, there are still some drawbacks that need to be  
considered:

1. Irreversibility -- there is a risk that encrypted data cannot be recovered if the user loses or forgets 
the private key needed to decrypt it.

2. Storage (space) limitations -- each block can contain no more than 1 MB of data, and Blockchain can 
only process 7 transactions per second. Several possible technological solutions to improve these para- 
meters are:

-- switching to alternative consensus algorithms, such as Proof of Stake (PoS), which reduce transac-
tion processing time;

-- using scalability layers, such as the Lightning Network, which allows microtransactions to be pro-
cessed outside the main blockchain;

-- sharding, which divides the blockchain into segments (shards) that run in parallel, reducing the load 
on the network;

-- implementing the Segregated Witness (SegWit) protocol, which allows signature data to be stored 
separately from the main transaction, increasing the usable capacity of the block;

-- using external storage systems such as IPFS (InterPlanetary File System) to store large data, and only 
the hash of this data is recorded in the blockchain;

-- reducing the frequency of recording non-essential transactions, leaving the main blockchain for 
critical operations.

3. Cyberattack risk -- although this technology significantly reduces the risk of malicious interference, 
it is still not a panacea for all cyber threats. If attackers manage to capture a large part of your network, you 
can lose your entire database.

4. Adaptation problems -- although Blockchain technology can be applied to almost any business, com-
panies may face difficulties in integrating it. Applying this technology in supply chain systems, for example, 
is quite difficult, as it can take a long time to recreate supply chains in the form of Blockchain and improve 
them. Blockchain applications may also require a complete replacement of existing systems, so companies 
should consider this before implementing Blockchain technology.

5. High operational costs -- Blockchain technology requires significant computing power to run, which 
can lead to high marginal costs compared to existing systems.



32

MODERN METHODS OF ENSURING INFORMATION PROTECTION IN CYBERSECURITY SYSTEMS USING  
ARTIFICIAL INTELLIGENCE AND BLOCKCHAIN TECHNOLOGY

6. Blockchain literacy -- there is still a shortage of developers with Blockchain experience and deep 
knowledge of cryptography.

Overall, Blockchain technology is a breakthrough in cybersecurity because it can provide the highest 
level of confidentiality, availability, and data security. However, the complexity of the technology can cause 
difficulties in development and use in the real world. Blockchain technology relies on the latest cryptograph-
ic advances, as well as comprehensive network management experience [82].
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This section discusses the current approaches to investigating cybercrime at different levels of the 
information systems infrastructure and the differences in protection systems depending on the type  
of infrastructure.

In cloud environments, customers are responsible for access control, encryption, monitoring, and au-
thentication mechanisms to protect their data and applications. At the same time, cloud service providers 
ensure the security of the underlying infrastructure. In the case of on-premises infrastructure, information 
security controls include physical access controls, antivirus programs, firewalls, and vulnerability manage-
ment. These controls are necessary to protect against malware, data leaks, and insider threats [83–87].

However, security systems without cyberattack detection mechanisms cannot provide reliable protec-
tion for cloud, on-premises, or hybrid infrastructure. Modern standards, such as NIST, introduce the concept 
of “cloud forensics” – the use of scientific principles and techniques to reconstruct past events in cloud 
computing by identifying, collecting, storing, analyzing, and reporting digital data [88–92].

For the analysis of information security threats and cybercrime, classic solutions such as NIDS, HIDS, 
SIEM, EDR systems, and cloud event investigation systems are used [93–97].

The difference in cloud infrastructure monitoring is due to the prevalence of API-driven interactions, 
dynamic resource scaling, and specific indicators of cloud services. Instead of focusing exclusively on 
network connections, it is important to monitor the API calls that underlie cloud services. Therefore, a cloud 
solution monitoring service is added to the usual systems, which in most cases is provided by the cloud 
service provider. In particular, the most popular services include Azure Log Analytics and AWS GuardDuty. 
However, classic cybercrime investigation solutions can also be used for cloud infrastructure. For the spe-
cific features of each solution, their shortcomings and advantages, an overview of their functionality and 
the issues of cybercrime detection and analysis solutions is proposed [98–102].

IDS are software or hardware systems that monitor and analyze a host system or network for cyberat-
tacks [18]. IDS technology notifies security teams about the fact of an attack, therefore it plays an important 
role in protecting the security of cloud computing. The same can be said about the importance of IDS 
systems for on-premises infrastructure, as it is the basic technology for intrusion detection. NIDS (Network 
Intrusion Detection System) and HIDS (Host Intrusion Detection System) are two important components of 
the information system infrastructure. They work together to detect and prevent various types of intrusions 
and threats.

NIDS is a network intrusion detection system that specializes in monitoring network traffic to detect 
potential intrusions and threats. The system operates at the network layer, collecting and analyzing data 
packets to detect suspicious events, anomalies, or known attack signatures [103–107]. The working principle 
of NIDS is schematically presented in Fig. 3.1.

3
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The diagram in Fig. 3.1 shows the following classes:
1. The IDS class represents the intrusion detection system itself and includes the attributes of identifier, 

name, description, status, and versioning. These attributes describe the IDS.
2. The NetworkTraffic class represents the network traffic data that the IDS analyzes, including attri-

butes such as source IP, destination IP, protocol, and payload.
3. The Alert class represents security alerts generated by the IDS when suspicious activity is detected. 

It contains attributes such as identifier, timestamp, source, severity, and description.
4. The IDS class analyzes network traffic, meaning it analyzes network traffic data. The IDS class gen-

erates alerts, indicating that it is generating security alerts.

NIDS System С

Identiier: int
Name: string
Description: string
Status: string
Version: string

MessageС

GeneratesAnalyses

Identiier: int
Time and date: DateTime
Source of information: string
Criticality: string
Message description: string

Network traacС

Source IP address: string
Destination IP: string
Protocol: string
Payload: string

 Fig. 3.1 NIDS principle

HIDS is an endpoint intrusion detection system that specializes in detecting intrusions on host systems. 
They operate at the host level, constantly monitoring system activities and configurations. The principle of 
operation of HIDS is schematically presented in Fig. 3.2.

The HIDS class represents the HIDS itself and includes attributes such as identifier, name, description, 
status, and version that describe the HIDS. The Host class represents the host system that the HIDS monitors 
and includes attributes such as host name, IP address, and operating system to describe the host [95–105]. 
The Event class represents the log data generated by the host system, including attributes such as id, time 
and date, source, event type, and its description. The Message class represents security alerts generated by 
the HIDS when it detects suspicious activity [83, 88]. It contains attributes such as identifier, timestamp, 
source, severity, and description. The HIDS class monitors the Host, meaning it monitors the host system. 
The HIDS class analyzes the log, indicating that it analyzes log data from the host. The HIDS class generates 
alerts, indicating that it generates security alerts based on the analysis [86–99].
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 Fig. 3.2 HIDS operation principle

SIEM (Security Event Management) systems are systems that provide centralized log processing by 
collecting logs (primarily security-related) from various network devices and applications, and by analyzing 
and storing these logs. If the system detects an attack, it can respond through its incident management 
channels, which includes notifying personnel and initiating countermeasures. SIEM can also help an orga-
nization comply with data retention policies, where the latter can be useful in cases of electronic incident 
detection (also known as litigation preparation) and forensics [105, 106]. 

It is worth noting that having a SIEM system in addition to a NIDS offers several key advantages. A 
SIEM serves as a centralized platform for collecting, correlating, and analyzing security data from multiple 
sources, including NIDS and HIDS. This provides a complete picture of the organization’s security posture, 
enabling real-time threat detection, cyberattack response, and forensic analysis of cybercrime. In addition, 
SIEM’s advanced analytics and correlation capabilities help security teams identify complex attack patterns 
and effectively prioritize alerts, reducing the risk of false positives and alert fatigue. In addition, SIEM’s 
reporting and compliance capabilities facilitate regulatory compliance and provide valuable information 
for security improvements. Ultimately, combining SIEM with NIDS and HIDS increases the organization’s 
overall cybersecurity resilience, providing a classic approach to addressing cyberthreats. A SIEM system is 
schematically represented in Fig. 3.3 appended [83–93]. 

This schematic image defines three rectangular SIEM containers, Security Data Sources, and External 
Data Sources. Inside the SIEM container, the components of the SIEM system are listed. The arrows indicate 
the connection between the SIEM system, security data sources, and external data sources. According to 
the defined functions of the SIEM system, it is determined that it is a standalone solution that can already 
be used to detect cyberattacks. However, SIEM systems usually do not offer organizations mechanisms to 
respond to threats or information security incidents [105]. 

For such purposes, next-generation firewalls and endpoint intrusion detection and response systems 
can be used at the network level.
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 Fig. 3.3 SIEM operation principle

Endpoint detection and response (EDR) methods are designed to overcome the shortcomings of behav-
ior-based detection methods. Because EDRs support actions across operating systems and are developed 
using open source, they allow experts around the world to collaborate and prepare responses faster than the 
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rate of attack evolution [83, 94, 96, 105]. The EDR principle is presented in Fig. 3.4, which defines three rect-
angular containers: EDR System, Endpoints, and Central Server. The EDR System container represents the 
main components of the EDR system. The Endpoints container represents the endpoints (devices) that are 
monitored. The Central Server container represents the central server that manages the endpoint agents 
and stores data. In this diagram, the EDR system contains intrusion detection mechanisms and reports on 
these mechanisms to the system user [94, 98, 99, 105].
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Incident response
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EDR console
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 Fig. 3.4 EDR operation principle

The schematics of EDR and SIEM illustrate the use of information security threat intelligence. Inte-
grating threat intelligence into EDR and SIEM systems is essential to stay ahead of evolving cyber threats, 
improve the accuracy of threat detection, and enable faster incident response [83–88, 96, 102, 105–110]. 
Cyber threat intelligence goes through a life cycle called the intelligence life cycle. The intelligence life cycle 
is the process of discovering, collecting, and developing raw data and information into intelligence that is 
used by decision makers [96–105, 111–113]. When this process is done correctly, intelligence activities can be 
performed in a focused and well-coordinated manner to meet user needs. The intelligence is collected in 
a threat intelligence system (TIS) – a cybersecurity solution designed to collect, analyze, and disseminate 
relevant information about cybersecurity threats and vulnerabilities. The system collects data from a variety 
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of sources, such as open source intelligence, private channels, and internal security logs, and then process-
es this data to provide organizations with actionable information about potential threats [96–105]. Threat 
intelligence systems help security teams adapt to new threats, tactics, and methods used by cybercriminals. 
These systems play a critical role in improving an organization’s cybersecurity posture by providing timely 
and contextual information that helps detect threats, respond to incidents, and make decisions. A schemat-
ic representation of a threat intelligence system is shown in Fig. 3.5. It defines two rectangular containers: 
Threat Intelligence System and External Data Sources. The Threat Intelligence System container represents 
the main components of a threat analysis system. The External Data Sources container represents external 
sources of threat data, such as public and private threat feeds and data providers [106, 107].

External data sources

Collect data

С

Public threat feeds
Private threat feeds
Threat data providers

Threat intelligence systemС

Threat data sources
Threat data enrichment
Threat analytics
Threat feeds
Reporting

 Fig. 3.5 Schematic representation of a threat 
research system

As already mentioned, cloud systems such as Amazon GuardDuty and Azure Log Analytics can be used 
for cybercrime analysis. They offer advanced capabilities for monitoring and analyzing logs, events, and 
network traffic and API calls, which allows organizations to proactively detect and investigate cyber threats 
in the cloud infrastructure [83, 97, 105, 112]. A schematic representation of the principle of operation of such 
systems is shown in Fig. 3.6.

The schematic representation defines three rectangular containers: Investigation System, Cloud Envi-
ronment, and Third-Party Data Sources. The Investigation System container lists typical components of a 
dedicated cloud-based cybercrime investigation system [83–110]. Arrows indicate the connection between 
the investigation system and the cloud environment (collected data) and external data sources (imported 
logs and threat data). By integrating specialized cloud systems into their security strategies, organizations 
can maintain robust security, comply with international standards, and reduce the risk of data leakage [107].
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The importance of integrating various cybersecurity systems such as EDR, SIEM, threat intelligence 
systems, and NIDS/HIDS for cybercrime analysis for the components of the information systems infra-
structure lies in their joint ability to create a comprehensive, multi-layered cybercrime defense strategy. 
These systems work together to enable organizations to detect and respond to cyberthreats. EDR provides 
real-time visibility into endpoint activity, SIEM collects and correlates data from across the organization, 
threat intelligence systems provide timely threat context, and NIDS/HIDS monitor network and host beha- 
vior [18, 83, 97, 105, 106]. Together, they offer holistic threat detection, early detection capabilities, rap-
id response, and informed decision-making during cybercrime investigations. This integrated approach 
strengthens an organization’s resilience against cybercriminals by reducing vulnerability, minimizing losses, 
and protecting critical assets [112, 115, 120]. Modern security systems provide organizations with the capabil-
ities to detect and respond to security threats. However, they also have their own set of challenges and issues:

1. Depending on the product and type of deployment (on-premises or cloud), the cost can vary, and 
commercial solutions often offer high-cost SIEM solutions [60, 89, 113].

2. SIEM systems collect and analyze a huge amount of security data from various sources. This data 
overload can lead to a large number of alerts, making it difficult for security teams to prioritize and re-
spond effectively. Companies should strive to implement SIEMs that, by analyzing hundreds of millions of 
event log files, identify 2–3 actionable alerts with context. A SIEM without any optimization will generate  
1000 alerts [61, 108].

3. EDR solutions generate a significant amount of endpoint data, including logs, events, and telemetry. 
Analyzing this data can be resource-intensive and generate a large number of alerts. Threat intelligence 
systems can provide a vast amount of data about emerging threats and vulnerabilities, but it can be difficult 
for organizations to filter and effectively apply this data to their environment [62, 115–119]. 

4. Given the previously stated number of investigations that the average SOC analyst can perform, 
it is reasonable to assume that a company with 100 million log files per day would require approximately  
100 data analysts. The high volume of alerts from SIEM systems can lead to alert fatigue, where security 
analysts are overwhelmed by the sheer volume of alerts, resulting in missed or delayed responses to critical 
threats. EDR solutions can generate numerous alerts, many of which may be false positives. This can cause 
security organizations to become desensitized to alerts and miss real threats [102, 120–122].

5. SIEM systems can generate false positive alerts due to misconfigured rules or inadequate correla-
tion. This wastes time and resources investigating non-existent threats. Considering EDR solutions, they can 
trigger alerts based on suspicious behavior that may sometimes be normal activity [97, 110, 123].

6. SIEM and EDR systems are often limited in the types of events they can investigate, and they often 
do not support all types of event sources and services that can send data to a SIEM. Integrating threat 
intelligence feeds into existing security systems can be complex and time-consuming. This requires careful 
tuning to ensure that relevant threat intelligence is used effectively. Also, without a vulnerability assessment 
process, having a threat intelligence system may not be practical, as vulnerability assessment plays a key 
role in the development of information systems. However, there are many different vulnerability assessment 
tools and methods to choose from, and there is little information about which vulnerability assessment 
methods to use and when [115].
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7. Managing security in a cloud infrastructure often involves the use of multiple cloud providers and 
tools. Integrating these disparate systems can require additional resources.

8. Threat actors are constantly adapting and changing tactics, making it difficult for organizations to 
keep up with new threats. Threat intelligence channels must be constantly updated and improved. Cloud  
environments are attractive targets for attackers, and new attack vectors continue to emerge. Organiza-
tions must continually adapt their security measures.
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 Fig. 3.6 Schematic representation of a cloud-based 
cybercrime investigation system

In summary, while modern security systems offer powerful capabilities, they also pose challenges re-
lated to data management, notification overload, integration complexity, privacy, compliance, and the ever- 
changing threat landscape. Organizations must address these challenges to maximize the effectiveness of 
their security operations and protect against new threats. To improve the process of threat analysis and 
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the detection of threats specific to the information system, a DevSecOps process for continuous security 
testing can be implemented, and it is worth noting that one of the most important attributes of any security 
testing is coverage. To assess the security of an information system, an automated scanner must be able to 
accurately interpret the program [47, 120, 123–130].

To improve cybercrime investigation processes, solutions such as SIEM systems, EDR and cloud secu-
rity analysis systems can use machine learning algorithms. Artificial intelligence methods based on secu-
rity analysis modeling can be used to solve various cybersecurity problems and tasks, such as automatic 
identification of malicious actions, phishing detection, malware detection, cyberattack prediction, fraud 
detection, access control management, anomaly or intrusion detection, etc. A corresponding analysis of the 
capabilities of artificial intelligence algorithms in the field of cybercrime investigation is described in the 
next section [108, 127, 131–136].

3.2 USING ARTIFICIAL INTELLIGENCE ALGORITHMS TO INVESTIGATE INFORMATION SECURITY EVENTS 
AND INCIDENTS

An anomaly is an irregular data point generated by a process different from that which generated the 
rest of the data [94, 96, 97]. AI is an emerging technological science that studies and develops theories, 
methods, techniques, and programs that simulate, extend, and augment human intelligence [88, 105, 110]. 
Machine learning (ML) algorithms are a branch of artificial intelligence that is closely related to (and often 
overlaps with) computational statistics, which also focuses on making predictions. ML has close ties to 
mathematical optimization, which provides methods, theory, and applications [83, 98, 102]. ML is often used 
in cybersecurity. Its ability to analyze data, discover patterns, and make predictions can be used to detect 
anomalies, classify security events and incidents, analyze text data, and monitor behavior in real time. When 
integrated into security systems, it significantly improves an organization’s ability to detect and respond to 
security threats, ultimately strengthening cybersecurity [94, 96, 105]. 

One of the key applications of ML algorithms in security is anomaly detection. ML models can be trained 
to detect normal patterns of behavior in an information system. Any deviations from the normal patterns of 
behavior are flagged as anomalies. For example, unusual query usage, network traffic spikes, or unexpected 
resource consumption can trigger alerts [83, 94]. ML algorithms can also classify security events as benign or 
malicious. They can analyze various data sources, such as security logs, network traffic, or user behavior, to 
determine the nature of the events. For example, ML models can distinguish between legitimate emails and 
phishing attempts based on analysis of email content, sender behavior, and historical threat data [97, 102, 105]. 

One popular machine learning algorithm used in cybersecurity is the Isolation Forest due to its ability to 
detect anomalies. Isolation Forest does not use distance or density to detect anomalies, avoiding the com-
putationally intensive distance and density methods [64, 65, 78, 129]. Its efficiency and scalability make it 
well suited to processing large amounts of log data, which is an important aspect of timely threat detection, 
as recent IBM studies have shown that it takes 208 days to detect an information security incident [126, 127, 
135–137]. Unlike some other algorithms, Isolation Forest is less sensitive to the underlying data distribution, 
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making it adaptable to the diverse and changing attack patterns seen in cybersecurity. Furthermore, it is 
a one-class learning algorithm, meaning that it can learn normal event characteristics without requiring 
labeled anomalies during training [65, 78, 137].

Another type of model often used by information security professionals is deep learning, which uses 
neural networks with multiple layers to analyze and interpret complex data. In the context of cybersecurity, 
deep learning models have proven to be highly effective in solving complex and diverse security prob-
lems [71]. They are particularly well suited for image-based security tasks, network traffic analysis, and 
time series data processing. One of the main applications of deep learning in security is the use of convo-
lutional neural networks (CNNs) for image-based security tasks. CNNs are adept at analyzing images and 
videos to detect potential security threats. For example, they can be used in surveillance systems to recog-
nize unauthorized persons or objects in restricted areas, enhancing physical security [63, 72]. In contrast  
to CNNs, recurrent neural networks (RNNs), a type of deep learning model, are valuable for sequence-based 
data analysis. They are used in security for tasks such as network traffic analysis, where they can identify 
patterns in data streams that may indicate security breaches or suspicious activity. RNNs are also effective 
for analyzing time series data to detect anomalous behavior [71–73].

Deep learning models, including CNNs and RNNs, are used in real-time intrusion detection systems. 
These systems monitor network traffic, identifying patterns associated with known and emerging threats. 
They can quickly send alerts and trigger automated responses to mitigate attacks, such as blocking mali-
cious IP addresses or quarantining compromised devices. Deep learning is often used in antivirus solutions 
to improve malware detection. They can also be used for user and entity behavior analysis (UEBA) to track 
the behavior of users and entities on networks. They detect deviations from established norms, signaling 
potential insider threats or compromised accounts. Thus, Deep Learning is an important tool in cybersecu-
rity, particularly in security events and incident investigation. Although deep learning has achieved great 
success in transforming many data mining and machine learning tasks, popular deep learning methods 
are not suitable for anomaly detection due to some unique characteristics of anomalies, such as: rarity, 
heterogeneity, and prohibitively high cost of collecting big data [68]. Also, privacy and security issues of DL 
have been identified, such as the DL model can be stolen or reverse-engineered, sensitive training data can 
be obtained, and even a recognizable facial image of the victim can be recovered. In addition, recent works 
have found that the DL model is vulnerable to adversarial examples corrupted by unobservable noise, which 
can lead the DL model to make incorrect predictions [66, 68].

Random Forest is a versatile machine learning algorithm that plays a key role in cybersecurity in-
cident and event analysis. Random Forest model is essentially a learning process for classification, re-
gression, and other tasks. More specifically, the RF model is based on decision trees and a bundling me- 
chanism (i.e., bootstrap aggregation) to avoid the problem of overfitting complex decision trees [64, 78].  
Its ability to handle structured and unstructured data, combined with its efficiency in detecting patterns 
and anomalies, makes it a valuable asset for strengthening digital security and responding to security inci-
dents. This model excels at detecting anomalies in event data. By studying historical data patterns, it can 
recognize deviations from the norm. During a security incident, not all alerts need to be analyzed equally, and 
the Random Forest algorithm can prioritize alerts based on their severity and potential impact. By assigning 
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risk scores to events, it helps security teams respond to incidents to focus their efforts on the most critical 
threats first. The model can also analyze the behavior of users and objects on a network or system. Random 
Forest can detect unusual user behavior, such as repeated failed login attempts or unauthorized access to 
sensitive resources. This behavioral analysis helps to accurately identify internal threats and external attacks.

Therefore, the Random Forest model can be used in security incident and event analysis, enabling 
organizations to detect, assess, and respond to security incidents.

To determine the algorithm that is best suited for detecting information security anomalies, the models 
were tested against each other. For comparison, the following experiments were conducted:

1. Three anomaly detection models were created: Random Forest and Isolation Forest written in Python 
using libraries such as Pandas for data processing and Scikit-learn for machine learning tasks, which pro-
vides the implementation of the Random Forest algorithm and tools for model evaluation. The Deep Learning 
model was designed to detect anomalies using a multi-layer perceptron (MLP) classifier, a type of neural 
network implemented in the scikit-learn library.

2. Two arbitrary datasets were created to train the three models. The first is an arbitrary dataset.  
The second is an arbitrary set of events from the NGINX web server with scan attack attributes.

3. Each model was tested on the same dataset: an event log with scan attack attributes.
4. The following metrics were used to evaluate the model: precision, accuracy, recall, F1 score, and area 

under the ROC curve (AUC-ROC) [74].
Accuracy is the ratio of correctly identified predictions to the total number of predictions, this metric 

is calculated as follows:

Accuracy
TP TN

TP TN FP FN
� � ,��

�
� � �

 (3.1)

where TP – true positives, TN – true negatives, FP – false positives, FN – false negatives.
Precision is the ratio of true positives to the sum of false and true positives. The metric is described 

by the following formula:

Precision� � .��
�
TP

TP FP
 (3.2)

Recall is a metric that indicates the ability of a model to find all relevant cases (positives) in a dataset. 
This metric is calculated as:

Recall � � .��
�
TP

TP FN
 (3.3)

The F1 score is the harmonic mean of precision and recall. It is a way of combining both metrics into a single 
score that captures both false positives and false negatives. This metric is calculated using the following formula:
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Also, an important metric is the area under the ROC curve (AUC-ROC). The AUC-ROC curve is a measure 
of performance for classification problems at different thresholds. ROC is a probability curve, and AUC is a 
measure or measure of resolution. AUC indicates how well a model is able to distinguish between classes. 
The higher the AUC, the better the model is at predicting 0 classes as 0 and 1 class as 1. An AUC score of  
0.5 indicates that there is no random guessing. Although AUC-ROC is a graphical representation and does 
not have a simple formula, the general idea is to calculate the area under the ROC curve, which is a plot of 
true positive rate (TPR) versus false positive rate (FPR) at different thresholds.

TPR
TP

TP FN
� � .��

�
;
 

(3.5)

FPR
FP

FP TN
� � .��

�
 (3.6)

The results of model testing are shown in Fig. 3.7.
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 Fig. 3.7 Model comparison

The results of this experiment show that when detecting anomalies from a dataset of information 
security events generated by a scanning attack on the NGINX service, the deep learning model shows 
moderate performance with the lowest AUC, indicating problems with class discrimination. Random Forest 
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model: shows high accuracy, but its precision and F1 score are lower compared to other models, and the 
AUC score is the worst among the three models. This indicates difficulties in effective anomaly detection.

Isolation Forest model: shows high accuracy and precision and the highest AUC and F1 scores, indicat-
ing the lowest false positive rate.

Also, as part of the model comparison, an analysis of the literature on the topic of machine learning 
algorithms was conducted and Table 3.1 was formed, which uses standard criteria for machine learning 
algorithms to form a comparative characteristic: complexity, ability to work with different types of data, 
ability to detect anomalies, ability to interpret results, size of training data, scalability, real-time data pro-
cessing, presence of false positives and range of application.

 Table 3.1 Comparative characteristics of machine learning algorithms for anomaly analysis

Criterion Deep learning Isolation Forest algorithm Random Forest algorithm

Complexity Deep and complex neural 
networks with many  
parameters

A simple and efficient decision 
tree algorithm

An ensemble of decision trees 
offering moderate complexity

Ability to work with 
different types of data

Effective for unstructured data Suitable for structured and 
unstructured data, including 
tabular and log data

Generally suitable for struc-
tured data, log analysis, and 
event data

Ability to detect 
anomalies

Effective for detecting se-
quence-based anomalies, but 
may require large datasets

Able to detect anomalies, es-
pecially from large datasets

Able to detect anomalies 
but may require feature 
development

Ability to interpret  
results

Often considered a “black box” 
with limited interpretation for 
decision-making

Provides some interpretation 
through feature importance 
evaluation

Offers moderate interpretation 
through feature importance 
analysis

Size of training data Effective training requires 
large amounts of labeled data, 
which can be difficult to obtain 
in cybersecurity

Requires less labeled data 
for training

Typically requires moderate 
amounts of labeled data for 
training

Scalability Can be computationally 
intensive, especially for deep 
architectures

Scalable and efficient for 
large datasets

Scalable, but performance 
can degrade with very large 
datasets

Real-time processing Can be difficult to process 
in real-time due to compu-
tational requirements

Good for real-time pro-
cessing and fast anomaly 
detection

Suitable for real-time or 
near-real-time processing in 
many cases

Presence of false 
positives

Prone to higher false positives 
due to complexity

Known for its ability to 
reduce false positives

Offers moderate false posi-
tive rate depending on setup

Range of application Effective for image analysis, 
natural language processing, 
and complex pattern 
recognition

Very good for anomaly 
detection in structured and 
unstructured data

Generally suitable for a wide 
range of cybersecurity tasks, 
including attack detection 
and event log analysis
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Therefore, based on the above analysis, the Isolation Forest model offers the following advantages over 
Random Forest and deep learning algorithms for anomaly detection, which can be the basis for analyzing 
information security events and incidents:

1. Efficiency and rate: Isolation Forest can efficiently process large amounts of data and quickly de- 
tect anomalies.

2. Scalability: Isolation Forest has high scalability and the ability to process large data.
3. Robustness to data distribution: Isolation Forest is less sensitive to the underlying data distribution. 

It works well with both skewed and multimodal data distributions, making it adaptable to various cyber-
security datasets. In contrast, Random Forest and Deep Learning methods may require additional data 
preprocessing and tuning to effectively handle various data distributions.

4. Single-class learning: Isolation Forest is a single-class learning algorithm, meaning it can learn from 
the characteristics of regular data without the need for labeled anomalies during training. This makes it 
suitable for analyzing new attack models.

5. Ease of implementation: Isolation Forest is relatively easy to implement and does not require signifi-
cant hyperparameter tuning, making it an attractive choice for rapid prototyping and deployment.

While Isolation Forest offers these advantages for many cybersecurity anomaly detection scenarios,  
it is important to note that the choice of algorithm should always be based on the specific requirements and 
characteristics of the data, as well as the cybersecurity task at hand. In some cases, Random Forest or Deep 
Learning methods may be more suitable, especially for tasks that involve complex patterns, image analysis, 
or natural language processing. Therefore, choosing the best algorithm depends on the specific context and 
goals of the cybersecurity task.

3.3 EXPLORING THE POSSIBILITIES OF USING CHATBOTS USING THE GPT MODEL FOR  
EVENT LOG ANALYSIS

Generative Pre-trained Transformer (GPT) is a natural language processing algorithm created by the 
American company OpenAI [79, 106, 122]. 

The main feature of this algorithm is its ability to memorize and analyze information. Thanks to its 
natural language processing capabilities, GPT can understand, classify, and analyze event logs. Thanks 
to its ability to analyze event logs, GPT can detect anomalies, provide insight into system behavior, and 
generate reports. This contributes to faster problem detection, root cause analysis, and helps automate the 
monitoring process [106, 129–132].

To study the capabilities of chatbots using GPT, a vulnerable environment was used, the main compo-
nent of which is OWASP Juice Shop, installed on an Ubuntu server in the Digital Ocean cloud environment.  
A detailed diagram of the environment setup is shown in Fig. 3.8.

The following steps were taken to prepare the environment:
1. An Ubuntu server was installed in Digital Ocean, an Owasp Juice Shop container was installed, and 

Nginx was configured as a Reverse Proxy to record all requests to the web server.
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2. The following applications were used to create event logs with potential attacks on the configured 
environment: Nessus, nmap, BurpSuite, and Metaspoit. Automated vulnerability scanning tools were used to 
cover as many types of attacks as possible.

3. To study various types of cyberattacks using GPT 3.5 and GPT 4, event logs generated after scans and 
exploitation of vulnerabilities were used, and an implementation of the GPT algorithm by OpenAI – ChatGPT 
was proposed.

NGINX-based
reverse proxy

GPT-enabled
chat

OWASP
JUICE SHOP

Event log

Ubuntu-based server

 Fig. 3.8 Scheme of a potentially vulnerable environment

During the first experiment, the GPT 3.5 and GPT 4.0 algorithms were provided with event logs containing 
a directory traversal attack for analysis. A directory traversal attack, also known as a path traversal attack 
or directory hopping attack, is a type of cyberattack that exploits vulnerabilities in a web application’s file 
handling mechanisms [81]. The attacker seeks to gain unauthorized access to the application’s file system, 
allowing it to read, modify, or delete sensitive files and data. All queries in this experiment are in English.

Both GPT models were provided with 200 identical event logs: 100 encoded and 100 normalized  
event logs. Each model was provided with 10 events every hour for 10 hours. An example of the event logs 
provided for analysis:

92.253.XX.XX -- [13/Mar/2023:21:33:39 +0000] "GET.…….….……../etc/passwd (compatible; MSIE 8.0; Win-
dows NT 5.1; Trident/4.0)"HTTP/1.0" 404 564 "-" "Mozilla/4.0

92.253.xxx.xxx – [13/Mar/2023:21:33:39 +0000] "GET / %uff0e %uff0e/ %uff0e %uff0e/ %uff0e %uff0e/ 
%uff0e %uff0e/ %uff0e %uff0e/ %uff0e %uff0e/ %uff0e %uff0e/ %uff0e %uff0e/ %uff0e %uffoe/ %uff0e 
%uff0e/ %uff0e %uff0e/ %uff0e %uff0e/etc/passwd HTTP/1.0" 400 166 "-" "-"
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The algorithm analyzed and described the entries made by the attacker. The average time for analyzing 
a request without encoding from 10 attempts GPT 3.5 – 7.9 seconds, encoded – 8.3 seconds. In the case of 
GPT 4.0 – 5.8 seconds, encoded – 6.2 seconds.

The next attack that ChatGPT proposed for analysis is cross-site scripting. Cross-site scripting (XSS) is 
an attack aimed at the vulnerability of a web application that allows attackers to execute malicious scripts 
on web pages that users open. This vulnerability occurs when an application accidentally includes unveri-
fied data (usually entered by the user) on a web page without appropriate validation, protection or encoding. 
As a result, the attacker’s malicious script is run in the victim’s web browser, which can lead to unauthorized 
access to data, account hacking or other malicious actions [82]. The GPT 4.0 and GPT 3.5 models were used 
to analyze an XSS attack. The models were given 100 identical event log records: 10 records every hour for 
10 hours. 

Example of an event log record:

92.253.xx.xx – - [13/Mar/2023:21:33:53 +0000] "GET /xmd79sr7.asp? <script>document.cookie= %22test-
mtbo=2804; %22</script> HTTP/1.0" 404 564 "-" "Mozilla/4.0 (compatible; MSIE 8.0; Windows NT 5.1; Trident/4.0)"

ChatGPT analyzed the attack and XSS usage patterns. It was determined that the attacker intend-
ed to manipulate the application using JavaScript and URL parameters. The event logs detected GET re-
quests directed to the file “xmd79sr7.asp” that were accompanied by URL parameters containing malicious 
JavaScript content. The models identified the following entry as malicious: “<script>document.cook-
ie = %22testmtbo = 2804; %22</script>”. ChatGPT also concluded that the attacker wanted the software 
to present and subsequently run this code in the user’s browser. Further analysis by ChatGPT of the serv-
er response revealed that the response contained a status code of 404, which means “Not Found”. This 
means that either the web server failed to process the request, or the existing server settings mitigate 
such threats. The average analysis time using GPT 4.0 out of 10 attempts was 12.3 seconds and GPT 3.5 –  
17.5 seconds.

Also, within the framework of this study, the possibility of detecting a vulnerability scanning attack 
was analyzed. For this, a set of event log records was used – 10 identical records for each model, 10 every 
hour, which were provided for analysis to the GPT models, in particular, they contained the following records 
indicating vulnerability scanning:

92.253.xx.xx- – [13/Mar/2023:21:33:52 +0000] "POST /spipe?Source=nessus HTTP/1.0" 404 564 "-" "Mozil-
la/4.0 (compatible; MSIE 8.0; Windows NT 5.1; Trident/4.0)"

92.253.xx.xx – - [13/Mar/2023:21:33:52 +0000] "POST /cgi-bin/mainfunction.cgi HTTP/1.0" 404 564 "-" "Mozil-
la/4.0 (compatible; MSIE 8.0; Windows NT 5.1; Trident/4.0)"

92.253.xx.xx – - [13/Mar/2023:21:34:07 +0000] "POST /flex2gateway/http HTTP/1.0" 404·564 "-" "Mozilla/4.0 
(compatible; MSIE 8.0; Windows NT 5.1; Trident/4.0)"
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The study used the GPT 4.0 and GPT 3.5 models. ChatGPT assessed that the provided event logs indicate 
attempts by attackers to identify vulnerabilities in the web server using various queries. The average time to 
analyze the event logs was 12.9 seconds using GPT 4.0 and 18.3 seconds for GPT 3.5, with each query considered 
separately. It is worth noting that the queries were evaluated and the responses were provided in Ukrainian.

For further evaluation and comparison of the models, event log records obtained by the server during 
the attacker’s attempt to exploit the Log4j vulnerability were presented. In particular, the event logs con-
tained the following entries:

92.253.xx.xx [13/Mar/2023:21:39:23 +0000] "GET /wp-login.php HTTP/1.0" 404 162 "${jndi:ldap://log4s-
hell-generic 8Vno2Ky4QW5hhAz16ZUW${lower:ten}. w.nessus.org/nessus}""${jndi:ldap://log4shell-gener-
ic-8Vno2Ky4QW5hhAz16ZUW$ {lower:ten}.w.nessus.org/nessus}"

92.253.xx.xx – - [13/Mar/2023:21:39:23 +0000] "GET /wp-login.php HTTP/1.0" 404 162"${jndi:ldap://log4s-
hell-generic 8Vno2Ky4QW5hhAz16ZUW${lower:ten}.w. nessus.org/nessus}""${jndi:ldap://log4shell-generic 
8Vno2Ky4QW5hhAz16ZUW${lower:ten}.w.nessus.org/nessus}"

92.253.xx.xx – - [13/Mar/2023:21:39:28 +0000] "GET /wwwadmin.cgi HTTP/1.0" 404 162 "${jndi:ldap://log4s-
hell-generic-8Vno2Ky4QW5hhAz16ZUW${lower:ten} .w.nessus.org/nessus}""${jndi:ldap://log4shell- generic8V-
no2Ky4QW5hhAz16ZUW$ {lower:ten}.w.nessus.org/nessus}"

Log4Shell (CVE-2021-44228) is a critical vulnerability discovered in the Apache Log4j library that allows an 
attacker to remotely execute malicious code [83]. Both models detected an attempt to exploit CVE-2021-44228. 
The average analysis time from 10 attempts conducted over 10 hours for GPT 4.0 is 15.3 seconds, and GPT 3.5  
is 18.1 seconds.

Thus, as a result of these experiments, it was determined that from all the provided event log records, 
the GPT 3.5 and GPT 4.0 models processed and successfully detected all types of attacks, which was con-
firmed by experiments using event log arrays. For model comparison, the experimental results are shown 
in Table 3.2. For data analysis, the difference in analysis rate was determined in percentage and a diagram 
comparing the models was formed, shown in Fig. 3.9.

 Table 3.2 Comparative characteristics of GPT 3.5 and GPT 4.0 for event analysis

Attack Average analysis time from 
10 attempts (GPT 3.5)

Average analysis time from 
10 attempts (GPT 4.0)

Analysis rate 
difference %

Normalized Directory Traversal Attack 6.2 5.8 6.45 %

XSS Attack 6.4 5.7 10.94 %

Encoded Directory Traversal Attack 8.3 7.9 4.82 %

Vulnerability Scanning Attack 17.5 12.3 29.71 %

CVE-2021-44228 exploitation 18.1 15.3 15.47 %
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GPT 4.0 generally demonstrates improved performance in handling and detecting various types of cy-
berattacks compared to GPT 3.5. Across all attack types tested, GPT 4.0 consistently demonstrates faster 
response times. Specifically, for vulnerability scanning attacks and exploits of CVE-2021-44228, GPT 4.0 is 
up to 29.71 % and 15.47 % faster at parsing event logs than GPT-3.5, respectively. This suggests that GPT 4.0 
may be more effective at parsing more complex attack types. For web attacks such as directory traversal 
(both normalized and encoded) and XSS attacks, GPT 4.0 is up to 10.94 % faster.

The experiments conducted have established that GPT 4.0 not only accurately determines the type 
of cyberattack, but also provides overall faster detection, which can be crucial during real threats to the 
security of the information system, where response time needs to be minimized.

COMPARISON OF GPT 3.5 AND GPT 4.0 MODEL ANALYSIS TIME
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 Fig. 3.9 Comparison of analysis time of GPT 3.5 and GPT 4.0 models

3.4 CYBERCRIME RESEARCH MODEL CONCEPT

After the research conducted in the previous sections, the concept of a cybercrime investigation sys-
tem model was formed. This concept is presented in Fig. 3.9 and consists of the following components:

1. The threat investigation system is an external system responsible for collecting indicators of system 
compromise (ISC), in particular malicious IPs, hash sums, domain names, emails. This information is trans-
mitted to the event analysis component via a secure API, which allows the event analysis component to 
quickly identify and respond to potential threats.

2. The vulnerability management system is an external system responsible for consolidating informa-
tion about vulnerabilities identified for the information system and sending this information to the event 
analysis component.
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3. The static application security testing (SAST), dynamic application security testing (DAST), and soft-
ware component analysis (SCA) components are external systems used by software developers to analyze 
software vulnerabilities. The event analysis component receives information from these systems.

4. GPT model – a third-party system, the connection to which is provided using the API interface. The event 
analysis component sends consolidated and masked information about a potential cybercrime to this system.

5. Anomaly detection component – an internal algorithm of the cybercrime investigation system, respon-
sible for studying normal user activity by analyzing information system events and detecting unusual actions.

6. Event analysis component – an internal algorithm of the cybercrime investigation system, responsi-
ble for consolidating information from various data sources and analyzing events using third-party services 
with GPT support.

7. Data masking component – an internal algorithm responsible for masking data of the cybercrime 
investigation system.

8. Presentation component – an interface for working with the system, which is used by the user.
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 Fig. 3.10 Schematic representation of the components of the cybercrime investigation system

Therefore, all the necessary components were identified to build the cybercrime investigation system. 
A detailed description of the components and their purposes is provided in paragraph 6.4 of the work.
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3.5 USING BLOCKCHAIN TECHNOLOGY TO INVESTIGATE CYBERCRIMES AT INFORMATION  
ACTIVITY FACILITIES

To collect event logs for the cybercrime investigation system, it is proposed to use a decoy system 
based on Blockchain technology. The system uses dynamic attributes of Blockchain technology to change 
the services used by nodes. The attacker’s actions are recorded in the event log generated by the sys-
tem [26–28]. The system is schematically indicated in Fig. 3.11, and a detailed description of the principle 
of the system’s operation and event generation is given below.

Attacker

Event logs obtained
from servers running

Blockchain nodes

Management
serverAdministrator

Blockchain-based
decoy system

 Fig. 3.11 Blockchain-based decoy system diagram

The system performs creation, sending, receiving, waiting, opening, closing, recording, restoring, and 
compromising. The notations used for the system are described in Table 3.3. The system actions and their 
parameters are summarized in Table 3.4.

 Table 3.3 Notations used for the Blockchain-based decoy system

Name Designation

1 2

System State {stn, stc}

Data {d1, d2, …, dn}

Malicious Data {md1, md2, …, mdn}

Data Channels {c1, c2, …, cn}
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 Continuation of Table 3.3

1 2

Assets {a1, a2, …, an}

Services {s1, s2, …, sn}

Event Log Entry {log1, log2, …, logn}

 Table 3.4 Description of system actions

Function Description

generate(d) asset creates data

send(d,ch) asset transmits data over data channel

receive(d,ch) asset receives data over data channel

deny(d,ch) asset rejects receive data over data channel

compromise() asset is compromised

record(log) asset creates event log entry

await(answer) asset waits for response after sending

The method of collecting event logs from Blockchain-based decoys is described below:
1. A set of services {s1, s2, …, sn} of an asset receives requests from an attacker. The generate(d) and 

send(d) functions represent the manipulation of the services’ output data, and the receive(d) function rep-
resents their receipt from the outside. After receiving the request, the asset can operate in either normal or 
compromised mode. Normal mode means that the attacker has not affected the asset and the asset main-
tains normal operation. However, compromised mode indicates that the attacker has gained unauthorized 
access to the asset. The states {stn, stc} are divided into two categories: stn for normal mode and stc for com-
promised mode. It is worth noting that the data transmitted by the assets guarantees the normal operation 
of the system, and they play an important role in security analysis [85]. If an asset receives malicious data 
from an attacker, it becomes compromised:

a a a receive md compromise a a a st an n n1 2 1 2 1, , ..., , ( ) , , ..., ,� � � � �� ,, , ..., .a an2� �

2. It is assumed that if a normal asset receives malicious data, it will enter a compromised mode, fur-
ther compromising itself. To prevent a compromised asset from intercepting data between other assets, the 
data channels {s1, s2, …, sn} must be protected [86].

3. All states in the assets illustrate the overall state of the system, that is, the continuous authorized 
behavior of each asset ensures the normal functioning of the system. Any assets communicate with each 



54

MODERN METHODS OF ENSURING INFORMATION PROTECTION IN CYBERSECURITY SYSTEMS USING  
ARTIFICIAL INTELLIGENCE AND BLOCKCHAIN TECHNOLOGY

other by sending and receiving data through communication channels. This indicates that sharing a single 
channel allows both connecting and transmitting shared data. Data exchange can only occur when con-
nected through a single communication channel [87]. So, it is possible to define the following statement:  
an asset generates data and sends data to an asset via a communication channel:

a generate d send d1 1 1� �( ) ( ).

4. After receiving data from asset a1, asset a2 can decide whether to accept or reject this data. When 
asset a2 receives and accepts malicious data, it becomes compromised [88]:

a send c d a receive c d1 1 2 1, ( , ) , ( , ),→
a send c d a deny ch d1 1 2 1, ( , ) , ( , ).→

If: d1 = md;
Then: a1, compromise;
So: sc(a1).

5. The normal asset is a legitimate part of the system and ensures the normal functioning of its services 
for users. The system adapts and focuses on transmitting data for further attack analysis and records all 
attack data in the event log [89]:

a record await response2 � �(log) ( ).

The event logs generated by the Blockchain-based decoy system are used in this study for event ana- 
lysis by the cybercrime investigation system.
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4.1 DEVELOPMENT OF A DECOY-BASED MODEL OF DECENTRALIZED COMMUNICATION 

The analysis of deception systems (Deception) and Honeypot in Section 1 showed the prospects for 
development and evolution of this technology and its possibilities for expansion. However, both Deception 
and Honeypot are centralized systems that still have all the disadvantages of a centralized approach, namely 
the management server. When the main link is detected, the hacker can adjust his/her actions. This risk can 
be mitigated by building a protection system that does not depend on only one central node [82]. Blockchain 
is a multi-node system in which each node must confirm the information coming to one of the links before 
letting it into the general data flow [36, 45, 60]. The property of dynamic change and validation of Blockchain 
nodes can significantly strengthen protection systems and prevent the problem of centralized control. 
Based on this, it is necessary to model a dynamic distributed control system using the dynamic properties 
of Blockchain and explore the parameters of this system. Therefore, let’s introduce a dynamic distributed 
model of a software decoy formed by N hosts and four services. 

As shown in Fig. 4.1, there are two participants: a hacker and a legitimate user who is synchronized 
with the real service (i.e. the client can store the location using the real service and knows the exact loca-
tion). The N hosts constitute a private Blockchain, which is a P2P network and does not open its doors to 
the outside world.

User

Hacker
Private blockchain

Firewall

 Fig. 4.1 Dynamic distributed software decoy system model

4
DEVELOPMENT OF A METHOD FOR USING SOFTWARE DECOYS AS 
ELEMENTS OF PROTECTION OF COMPUTER NETWORKS OF INFORMATION 
ACTIVITY OBJECTS BASED ON BLOCKCHAIN TECHNOLOGY
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Solana (i.e., Blockchain platform) serves as the bottom layer in the system. N hosts constitute a private 
Blockchain, which forms a P2P network. By calculating the hash value of a block, a host in the private chain 
can mine a potential block and upload it to the chain. This mechanism guarantees the distribution and  
decentralization of the deployment architecture [60]. This process generally creates the concept of “float-
ing hosts”. Floating hosts are the process of constantly changing the temporary master host. The temporary 
master host executes the service distribution algorithm and sends the corresponding encrypted informa-
tion to other hosts. The temporary master host executes the service distribution algorithm and sends the 
corresponding encrypted information to other hosts. As shown in Fig. 4.2, in the system, the block miner 
Host0 (i.e., the host that successfully calculates a certain hash) becomes the master host in the period Table0, 
and another host Host1 can replace Host0 in the next round. The host with more computing power is likely 
to be the temporary hub controller. If a narrowly configured host suffers from attacks and its performance 
degrades, it cannot serve as the hub host due to lack of sufficient computing power, and other hosts will 
automatically replace it. Therefore, the failure of the main host Host0 does not matter to the entire sys- 
tem (i.e. the system functions normally). Attack logs recorded by one host are uploaded to the Blockchain, 
and other nodes synchronize these logs on our private chain. In this way, each node has complete data 
stored in a safe and secure manner for further forensics of attacks.

a b

H0

H1

H0

H1

 Fig. 4.2 Different main hosts: a – main host in Table0; b – main host in Table1

4.1.1 DESCRIPTION OF HOST COMMUNICATION IN THE BUILT BLOCKCHAIN NETWORK

The host that mines the block acts as a non-permanent centering controller. This central host gen-
erates conversion information that assigns each host to run different services (i.e., to run a real service 
or a decoy service) according to a random generation algorithm. The data contains service numbers and 



4 DEVELOPMENT OF A METHOD FOR USING SOFTWARE DECOYS AS ELEMENTS OF PROTECTION OF COMPUTER NETWORKS OF  
INFORMATION ACTIVITY OBJECTS BASED ON BLOCKCHAIN TECHNOLOGY

57

the encoding 01, which will be encrypted using the 2048-bit RSA encryption algorithm [35, 60, 84]. The 
encrypted data is then sent to other hosts, the temporary center host in this private network. Upon arrival 
at the corresponding host, the information is decrypted and the plaintext is obtained. For encoding 01, zero 
is the symbol for starting the decoy service, and one represents the real service. A bitwise comparison is 
performed using the text, then the specified service is started to complete the execution procedure. For the 
authorized user, synchronization is performed to maintain normal operation. By sending the user encrypted 
information of the real service, the server can provide a regular service. In addition, the user can send the 
encrypted query data “whois + server name” to actively obtain the desired address of a specific service.  
In this way, the real user can access real system resources when using the service.

The formal description of the decentralized communication mechanism in Fig. 4.3 looks like this:
1. At some point in time, the temporary master host mHostj requests a new coinbase from the Block-

chain via the web3J interface. Coinbase represents the host that successfully mines the block. After 
that, mHostj generates a command called Commandupdate to update it. Commandupdate has a specific format.  
Kpublic = (E, N) and Enc1 = ((Commandupdate)

EmodN) are computed. The encrypted message Enc1 is sent to ev-
ery other host in the private Blockchain. Upon receiving the message, these hosts with Kprivate = (D, N) will 
compute Dec1 = ((Enc1)

DmodN). After verifying Dec1 in a specific format, coinbase will be updated on each 
host. The host associated with it acts as the new temporary master host. Meanwhile, j in mHostj changes to  
a new value.

2. The new master host mHostj is authorized to execute the distribution algorithm. Service numbers 
and 01 codes are generated, which direct other hosts to open or close. These are considered service codes.  
A CommandchangeSrv message is sent, which contains the service codes. Different hosts receive different  
CommandchangeSrv messages. Enc Command NchangeSrv

E
1 � � �mod

 
is computed and sent to cHosti, which rep-

resents the common host. cHosti executes Dec2 = ((Enc2)
DmodN) and receives a simple message. Dec2 is set, 

and the host will open and close the corresponding services.
3. The client host sends a request command to one of these servers. The Requestsrv command contains 

the message: “who is Apache”. Requestsrv is encrypted as enc1 = ((Requestsrv)
emodn) with public key kpublic = (e, n) 

and forwarded to the server.
4. The server decrypts the message enc1 via its private key kprivate = (d, n). dec1 = ((enc1)

dmodn) is output 
and verified. The server has a set of request messages {R0, R1, R2, R3}. If, S dec R anda� � � �1 0 0 3, [ , ]  the 
requested IP address IPr in enc1=((IPr)

emodn) will be returned to the client and its IP address will be added to 
the main list Listclient={IPc1, IPc2, …, IPcc}. Otherwise, the value of dec1 will be ignored.

5. After obtaining IPr in dec2 = ((enc2)
dmodn), the client host will connect to this IP address to obtain  

real resources.
6. Through the variables in different periods {T1, T2, T3, Tt}, the real IP address will be updated to IPf. 

The host configured with IPr sends Updatesrc command to clients according to Listclient. The updated IPf is 
encrypted as enc3 = ((Updatesrc)

emodn).
7. Calculate dec3 = ((enc3)

dmodn). There are four commands {C0, C1, C2, C3} which follow a special format in 
clients. If s dec C anda� � � �3 0 0 3, [ , ] , the client connects to the new IPf. Periodically switching services, 
the aforementioned steps will be executed cyclically.
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3) Who is "Apache"

Client Server hosts

cHost_i mHost_j

1) Updating coinbase

2) Changing services
5) Connecting to IPr

7) Connecting to IPf

6) Changing IPr to IPf

4) IPr

 Fig. 4.3 Decentralized communication mechanism

4.1.2 TRANSFORMATION OF SERVICES DURING CONNECTION TO NODES

In this scheme, there are only four types of services, and each service has both real and fake attri-
butes (i.e., four real services and four corresponding (fake) services). Periodic switching of services is 
performed every Table period. A comparison of the distribution of services is shown in Fig. 4.4. Both types 
of services are constantly changing [22]. 

a b

 Fig. 4.4 Comparison: a – primary host in Table0 before migration; b – primary host in Table1 after migration

Based on the premise of the existence of anti-honeypot identification technology, there are three types 
of applications in the protection system:
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1. If the service Service0 on host Host0 is real in Table0, Service0 can become fake in the next period 
Table1. After the transformation, the attacker cannot access the real resources of the service in Table1.

2. If the Service1 service on Host1 serves as a host service in Table0, according to the promise of an-
ti-honeypot technology, once the attacker discovers that the service is a trap, it will avoid Service1, which 
can change to the real service in Table1. Thus, it prevents the attacker from accessing real resources.

3. If the Service0 service on Host0 is real in Table1, due to synchronization with real users, the client will 
only send requests to the real service. Since there are some fake services (such as honeypots), any access 
traffic to the honeypots Service0, Service0, …, Servicen in Host0, Host1, ..., Hostm is marked as an attack record.

Thus, the transformation and relocation of services and services confuses attackers and protects the 
designed system.

4.2 DEVELOPMENT OF A METHOD FOR A DYNAMIC SYSTEM BUILT USING SOFTWARE DECOYS

This section presents a method for a dynamic system built using software decoys [86]. The basis of this 
method is the model and mathematical description presented in Fig. 4.5 and the following steps:

1. When requests pass through the firewall, the software in the router classifies malicious requests and 
activates the process of deploying software decoys.

2. Malicious requests will be automatically redirected to the newly deployed decoy.
3. The Solana private Blockchain is created to exchange the deployment details of all services and 

decoys in the raised network.
4. A system is raised that dynamically deploys the required service on each node in a completely ran-

dom manner. The service distribution program running on the temporary master server takes care of this 
functionality by taking the account address used by each server in the blockchain to access it as input and 
assigning a service code, which is a series of binary codes – digits, equal to the service number, including 
the individual decoy services. Example: Given four services such as Apache, MySQL and the corresponding 
decoy services, the service code is: 0000, where 0 means enabled and 1 means disabled.

5. The distribution program generates deployment details. These need to be securely shared between 
the temporary client servers. Therefore, the Blockchain is used as a shared repository for this purpose.

6. Each of the servers represents a node of a private Blockchain. The Blockchain synchronizes data 
across all nodes, so data saved from one node will be available to the others.

7. To store and retrieve data from the Blockchain, a smart contract function is described, which is 
deployed on a private Blockchain network. They can be used to store and retrieve deployment details  
when needed.

8. At regular intervals, one of the temporary clients becomes a temporary server, and the previous 
master becomes a client. The new temporary server will redistribute all services again randomly.

The service distribution program and smart contracts run on different platforms. Therefore, the inter-
face provided by Web3js is used to establish a connection between them. The main host is located on the first 
layer of the Blockchain in the first node, which is also temporary due to the property of changing position.
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 Fig. 4.5 Method of dynamic system built using software decoys

As a formal specification language, Alloy can be used to express a system based on the logic of the first 
layer [87]. The creation of a system overview, the theory of establishment, and the abstraction of atoms and 
relations are implemented in the Alloy system model.

Accordingly, the system behavior and some related notations are introduced in Table 4.1.
The system will perform a set of atomic actions, that is, actions = {generate, send, receive, wait, open, 

close, restore, compromise}. These actions and their parameters are given in Section 3.
Services on a host are abstracted by input/output events. The generate(data) and send(data, ci) events 

represent the output data of the services, and the receive(data, ci) event represents the receipt of data. 
From a security perspective, each host can operate in normal or compromised mode at the same time. 
Normal mode means that the host operates without malicious data and maintains normal operation. How-
ever, compromised mode indicates that the host operates maliciously and causes harm to itself. The states 
related to the running hosti are divided into two categories: Servicei

N  for the normal mode and Servicei
C  for 

the compromised mode [88]. The worst case is that the host has broken down and stopped working in the 
broken mode Servicei

B. Thus, the states consist of three types {servicen, servicec, serviceb}. The host will 
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work as the current mode until a transition ® InterT occurs, which represents the transition relationship 
between the three different modes. The transitions shown in Fig. 4.6 can be defined as follows:

Service T InterTService Service Service Service Servia b a
N

b� � � �, : cce

Service T InterTService Service Service Service

C

b a b
C

a

;

, :� � � �SService

Service T InterTService Service Service Serv

N

b c b
C

;

, :� � � iice Service

Service T InterTService Service Service
c

B

c a c
B

�

� �

;

, : �� �Service Servicea
N .

Recovery

Recovery

Service a

Service b

Service c

Ha
ck

Compromised

link

 Fig. 4.6 Transitional states of links

A host consists of five parts hosti = (idi, Portsi, Servicesi, Statesi ® T), where idi – the host identifier, 
Portsi – a set of ports, Servicesi – a set of services, Statesi – a set of states and ® T – a set of transition 
relations, given in Table 4.1.

 Table 4.1 Transitional dependencies of the states of the links

Transition Designation

® Table ® IntraT È ® InterT

® IntraT
{normal state – normal state}
{attacked state – attacked state}
{compromised – compromised}

® InterT

{attacked state – normal state}
{compromised – normal state}
{compromised – compromised state}
{compromised – attacked state}
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The basis of data communication in Blockchain technology is a consensus mechanism. Validator links 
check data coming from other links and decide by voting whether to allow information into the network.  
Any deviation (non-verification of data) compromises the link from which the request comes. Therefore, 
even internal attacks (if the attacker is in the network) are very difficult to carry out unnoticed.

Since the data transmitted between hosts ensures the normal operation of the system, it plays an 
important role in security analysis. It is assumed that each piece of data is generated by only one host [89]. 
The data may be malicious and contain some commands that lead to malicious activity. The host that gene- 
rates the malicious data is considered compromised. 

They are described as follows:

malicious data s Tables service Servicegenerate data C( ) ' : ;( )� � � �

ccompromised h s Table IntraTs service Service servici
C( ) , ' :�� � � � ee ServiceC' .�

A host hi with normal behavior is in the normal mode normal(hi) = compromised(hi). It is assumed that if 
a normal host receives malicious data, it will switch to the compromised mode, further compromising itself. 
To simulate the propagation of unauthorized data during an attack, the following is obtained:

service Table InterTService Service Servicei
compromise

i i� � �, :1 ii iTable IntraTservice� �1 , .

To prevent a compromised host from intercepting the data transmitted during communication, the 
communication channel must be protected:

secure c h h connectedState h h c States sj i j i
accept( ) ( , ) ( , , , )�� ��� (( ) ;

' ( ( ) ( ).

data

i jInterTs compromised h compromised h� � �

The system consists of h hosts, as shown in Table 4.1. All states in these hosts illustrate the overall 
state of the system, i.e. Service Service Service Servicesystem h h hh� � � �1 2 ... . The continuous authorized 
behavior of each host (e.g., sending data over a channel) ensures the normal functioning of the system.  
Any hosts communicate with each other by sending and receiving data over communication channels:

host send c data host receive c data hhi send c datai j, ( , ) , ( , ) , ( , ).→

This indicates that sharing a single channel allows both connection and transmission of shared data. 
Data exchange can only occur when they are connected over a single communication channel. Therefore, 
let’s define the following statement:

connected host host c States host host hosi j j
connect c

i( , , , ) ( )� � � � tt hosti
connect c

j
( ) .�
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During the communication process, the behavior of hosti and hostj is shown in Fig. 4.7. Host hosti gen-
erates data and sends data to hostj over a communication channel. After receiving data from hosti, hostj can 
decide whether to accept or reject this data.

Sending data

Receiving data

Generating
data

host j host i

Rejecting data

 Fig. 4.7 Behavior during communication

Once hostj receives and accepts malicious data, it becomes compromised:

host generate data

host send c data host receive c da
i

i j

, ( );

, ( , ) , ( ,� tta

host accept data host discard dataj j

);

, ( ) , ( );�

If: malicious(data) ∧ accept(data);
Then: hostj, compromise;
So: compromisedState(h_j).

The normal host serves as a legitimate part of the system and ensures the normal functioning of its 
services for users. As mentioned above, {compromised – normal state} indicates that the compromised host 
becomes normal during the recovery action:

If: compromisedState(hostj);
Then: hostj , recover;
So: normalState(hostj).

The system abstracts and focuses on data transmission for subsequent analysis of attacks on secu- 
rity issues [90].
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5.1 ANALYSIS OF THE SECURITY LEVEL OF THE SYSTEM USING SOFTWARE DECOYS BASED ON  
THE DEVELOPED MODEL AND SOLUTIONS FOR ITS PROTECTION

There have been many security issues in the past few years. Attacks are actions that use violence 
or something illegal to try to damage the security system of a network. Technologies to protect against 
all types of attacks ensure the stability of the system. This section mainly analyzes three types of at- 
tacks (i.e., sniffer attacks, scanning attacks, and DDoS attacks) and the corresponding solutions to solve 
these problems [130, 131].

First, these attacks are quite common in modern networks and are used by attackers to commit various 
types of cybercrimes. Sniffer attacks, scanning attacks, and DDoS attacks can be used to commit various 
types of cybercrimes, such as stealing confidential information, damaging websites, demanding ransom 
payments, and many more [132, 133].

Second, these attacks differ in their specificities and characteristics. For example, sniffer attacks 
involve intercepting traffic, which can lead to the disclosure of confidential information, scanning attacks 
involve finding vulnerabilities in the network and exploiting them by attackers to carry out attacks, and DDoS 
attacks involve attempting to stop a website from operating by overloading its servers [134, 135].

Third, the use of these attacks allows testing different security technologies and evaluating their effec-
tiveness. For example, the effectiveness of protection technologies against sniffer attacks can be evaluated 
by testing data encryption methods, and the effectiveness of protection technologies against DDoS attacks 
can be evaluated by testing distributed request processing methods [136, 137].

5.1.1 DESCRIPTION OF THE EXPERIMENT: SNIFFER ATTACK

A sniffer attack is an illegal action by a third party to secretly obtain data transmitted between both 
sides of a communication. To demonstrate this type of attack, two hosts host0 and host1 are considered. Both 
are connected via a single communication channel connectedState(host0, host1, c, States) and serve as normal 
hosts normalState(host0) ˄ normal(host1) [134, 135]. In the sniffer attack scenario, there is a third host attack, 
and information is intercepted. When host0 sends data to host1, hostattack secretly receives the transmitted  
data (i.e., connectedState(host0, hostattack, c, States)), which should be sent to the only recipient host1. Such an attack 
can be described as follows:

host generate data

host send c data

host rec

0

0

1

�� ��
�� ��
�� ��

( );

( , );

eeive c data

host receive c dataattack

( , );

( , ).�� ��
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It is inevitable that communication data can be obtained by an illegal attacker. Let’s try to prevent 
information disclosure. Therefore, to guarantee the security of the communication channel, data encryption 
should be performed [136]. To protect against sniffer attacks between host0 and host1, a secure c for the 
data is needed, that is, connected(host0, host1, c, States) should be secured:

∀ : ( ).secure c

The developed system is encrypted with RSA 2048-bit encryption algorithm, and it cannot be decoded 
without the corresponding privacy key [137, 138]. Thus, the communication channel is protected in the 
proposed system and additionally prevents sniffer attacks [139].

5.1.2 DESCRIPTION OF THE EXPERIMENT: SCANNING ATTACK

A scanning attack is an action that sends requests to all ports of a target host in order to investigate the 
open ports and then use their errors to launch attacks. Attackers usually use a scanning tool to perform a 
scanning attack [140, 141]. To demonstrate the scanning attack, it is assumed that the host host2 is scanned 
by hostattack. First of all, the attack sends a data request to all possible ports on the target host host2. Second, 
the open ports will receive the data request and respond to the source host hostattack. Next, hostattack receives 
these responses. Finally, hostattack finds errors on host2 and launches attacks according to the open ports. 
Such an attack can be described as follows [142–144]:
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To eliminate the problems caused by a scanning attack, the scanned ports must be unpredictable to  
the attacker. To maintain the property of unpredictability, these ports are constantly changing. If an attack-
er scans an open port porti and intends to attack host host2 using normalState(host2), the defender must 
close porti and open another portj, which indicates that the scanned port information loses its value. 
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In fact, the service in host2 has its own port number:
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Therefore, to protect services from scanning attacks, all ports must be closed and opened periodically:

� �p port open porti j: ( ) ( ).close

In the designed system, there are four services that are periodically opened or closed on different hosts 
to protect against scanning attacks.

5.1.3 DESCRIPTION OF THE EXPERIMENT: DDOS ATTACK

A DDoS attack is an attack model to send a large number of requests to the target host. The host 
receives a temporary burst of requests, and a crash occurs. An illegal attack on a host generates many 
requests and sends them to the host host3 using normalState(host3). After receiving these requests from 
hostattack, host3 will wait for their responses. There will be no response from them, which indicates a waste 
of system resources and further consumption of host3 resources until it is crashed. Such an attack can be 
described as:
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The failure of host3 leads to a single point of failure. To solve the problem, a distributed scheme should 
be considered. Compared with the traditional centralized host, a distributed system can cope with the single 
point of failure problem. A distributed system contains h hosts and host ≥ 2. When hostattack sends n requests, 
there are two possible situations for a distributed system:

1. DDoS attack on a single host. In this case, the host host3:breakdown(host3) occurs. Even if host3 
cannot function, other hosts (i.e. host1, host2, host4, ..., hosth with normalState(host1) ∧ normalState(host2) ∧ 
normalState(host4) ∧ normalState(hosth) can still provide service to users and maintain the normal operation 
of the entire system, which can avoid a single point of failure.

2. DDoS attack on all hosts. In this case, n is taken as the maximum number of host crash requests, and 
each host shares the attack traffic. If hostattack sends n requests, each host receives n/h requests. h distrib-
uted hosts greatly reduce the illegal traffic compared with a single host, which indicates that the hosts in 
the system are not affected by the failure.

If a traditional system encounters a DDoS attack, then:
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If a distributed system encounters a DDoS attack, then:
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The prototype system has five distributed and decentralized hosts to effectively mitigate the 
DDoS attack. In summary, three types of attacks have been analyzed and solutions to combat these 
attacks have been illustrated. It has been theoretically proven that the given scheme can protect against  
these attacks.
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5.2 EXPERIMENTAL ANALYSIS OF THE SECURITY LEVEL DURING SOLUTION SIMULATION

Now it is necessary to evaluate the effectiveness of the developed dynamic distributed scheme for 
protecting software decoys. The implementation of the prototype system is carried out in Python, Java and 
Solidity (i.e. in the Blockchain programming language), the controller program interface is shown in Fig. 5.1. 
In addition, experiments are carried out on five personal computers (PCs) Windows 16 GB on which WM is 
installed and the Linux operating system (OS) is simulated with 8 GB of RAM to run services, one PC with 
Windows 32 GB on which WM is installed and the Linux OS with 16 GB of RAM is simulated to launch attacks 
of various scales and one PC with Windows with 32 GB of RAM for an authorized user. The services (MySQL 
v8.0.27, Apache v2.4.51, Vsftpd v3.0.5 and Nginx v1.24.4) and Solana v1.6.7 (i.e. the Blockchain platform used 
to form the private Blockchain) are installed on five server hosts. The total number of real services on dif-
ferent hosts is calculated to illustrate their average distributions. Three types of attack tests are performed: 
sniffer attack, scanning attack and DDoS attack.

 Fig. 5.1 Interface of the developed Blockchain controller program

Due to the transformation of services, attackers have no idea about the location of the real service. 
However, they can try to find a host with a large proportion of real services. Thus, the distribution algorithm 
is executed 60,000 times to test the distribution of real services. Since there are four types of services, 
there will be 240,000 real services in this experiment. The exact number of four services on five hosts is 
shown in Fig. 5.2. The proportion of different hosts is approximately 22 %, 20 %, 23 %, 19 % and 16 %, 
respectively. Overall, the distribution occurs with equal probability. All these percentages are above 16 %, 
indicating that real services are likely to be running on each host.
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 Fig. 5.2 Distribution of real services between hosts

5.2.1 STUDY OF THE PROTECTION OF THE SYSTEM USING SOFTWARE DECOYS BASED ON THE 
DEVELOPED MODEL AGAINST SNIFFER ATTACK

The sniffer attack is carried out through Wireshark v3.6.0. As shown in Fig. 5.3, the communication 
data between two servers is received secretly. As mentioned above, the communication information is 
encrypted using the 2048-bit RSA encryption algorithm [144, 145]. The sniffer attack is not performed on 
the real service, but on a fake one. The attack is taken over by the activated software decoy [146]. Even if 
the attacker receives the data transmitted during communication, it cannot obtain the plaintext from the 
encrypted text [147]. However, even if to assume that the attacker was still somehow able to decode the 
data, it will not receive the real information but the fake one, fed to it by the decoy protection system. In this 
case, the attacker will additionally have to spend a huge amount of time decoding, which illustrates that this 
scheme is effective for protecting against sniffer attacks [148–150].

 Fig. 5.3 Information obtained from a sniffer attack
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5.2.2 STUDY OF THE PROTECTION OF THE SYSTEM USING SOFTWARE DECOYS BASED ON THE 
DEVELOPED MODEL AGAINST SCANNING ATTACK

Scanning is an effective step for attackers to find a system error. Usually, the attacker can obtain the  
IP address of the target in advance. In this experiment, the scanning attack is tested via Namp v7.92 (i.e., the 
scanning tool) [151, 152]. The five server hosts mentioned above are checked, as shown in Fig. 5.4. The scan 
command nmap -T4 -A -v 192.19.174.95 192.19.151.150 192.19.148.92 192.19.146.220 is used to scan these hosts 
to 192.19.146.220 and vice versa. Taking the IP “192.19.174.95” as shown in Fig. 5.5, for example, it turns out 
that ports 80 and 21 are open. They represent Nginx and Vsftpd respectively [153]. At this point, the attacker 
can start hacking the server. However, let’s get the result that the ports are closed, as shown in Fig. 5.5. 
Since the detected services are closed, the attacker cannot obtain any service resources [154]. Even if the 
same port is open, the attacker is likely to access the decoy and obtain fake resources [155]. Due to the 
transformation property, the services are constantly changing. Even using a scanning tool, the attacker has 
no idea of the exact IP address of the service and falls into the decoy trap [156]. The decoy then logs the 
event in the attack log, allowing cybersecurity experts to assess the risks and learn about the attacker’s 
actions [157]. A legitimate user does not need to scan ports. The very act of scanning is a breach of system 
security. Therefore, this scheme is effective in protecting against scanning attacks, which is advantageous 
in the comprehensive protection of computer networks built using the dynamic decoy method [158].

 Fig. 5.4 First scan: result

 Fig. 5.5 Second scan: result
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5.2.3 STUDY OF THE PROTECTION OF THE SYSTEM USING SOFTWARE DECOYS BASED ON THE 
DEVELOPED MODEL AGAINST DDOS ATTACK

As is known, DDoS attack is aimed at wasting PC resources, thus preventing the server from providing 
normal services and resources. The network performance and response time of static hosts and dynamic 
servers (i.e., the proposed scheme) during SYN DDoS attack are evaluated [159, 160]. The attack is tested by 
continuously sending SYN packets at different rates.

To evaluate the network performance, the SYN packet size for the attack is set to 73695 bytes in  
Hping3 v3.2.2, which indicates that the packet is divided into certain TCP packets. The network performance 
is measured using Iperf v3.10.1. Fig. 5.6, 5.7 illustrate the impact of attack rate on network performance 
on effective throughput and TCP traffic. When the attack rate is 0 (i.e., no attacking packet), both types 
of hosts reach their maximum values of 736 (MB/s) and 100 (Mbps) in TCP throughput and TCP traffic, re-
spectively [161]. However, as the attack rate increases, there is a sharp slowdown from 0 to 1000 packets  
per second. Apparently, the angle of incidence in static hosts is larger compared to the broken line of dynamic 
hosts [162]. As can be seen, there is a slow increase in the range from 1000 (packets/s) to 3000 (packets/s),  
and the value of dynamic hosts is still larger than that of static hosts. Thus, the dynamic decoy system has 
an advantage over static hosts in terms of network performance [163, 164].
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 Fig. 5.6 TCP throughput comparison

To show the percentage relationship between the systems, it is possible to compare the average 
throughput of a dynamic host (DH) and a static host (SH). To compare the systems, let’s calculate the 
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percentage relationship between the DH and SH throughputs using the formula: 
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where n is number of attacks, DH is dynamic host through put during the attack, SH is static host through-
put during the attack [165, 166].

Therefore, the average percentage value is 54 %. This means that a dynamic host (DH) is on average up 
to 54 % better at handling attacks than a static host (SH) [167, 168].

Therefore, the average percentage value is 204 %. This means that the dynamic host (DH) copes with 
data transfer during attacks on average by up to 204 % better than the static host (SH).

Conclusion: based on these data, it can be concluded that the dynamic host transmits data much more 
efficiently during attacks compared to the static host.
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 Fig. 5.7 Comparison of average throughput rate

5.2.3.1 ANALYSIS OF NETWORK RESPONSE TIME IN SYSTEMS USING THE DEVELOPED MODEL AND  
ITS ANALOGUES

Trafgen in netsniff-ng v0.6.7 is used to run the SYN attack test. Unlike the SYN packet mentioned in the 
network performance assessment, this type of packet consists of 64 bytes for the SYN flood attack. Since 
there are four types of services in the developed system, the average service response time becomes an 
indispensable evaluation indicator. The response time measurement is performed by Jmeter v5.4.2 for each 
service [169, 170].



5 RESEARCH OF THE EFFECTIVENESS OF THE METHOD OF USING SOFTWARE DECOYS BUILT ON THE BASIS OF  
BLOCKCHAIN TECHNOLOGY AS ELEMENTS OF PROTECTION OF INFORMATION ACTIVITY OBJECTS

73

The database query operator “select * from school” is used to measure the time it takes to retrieve 
the relevant data. As shown in Fig. 5.8, the static host does not respond with an attack rate of 14 (Kbps). 
However, the response time of the dynamic hosts seems to remain constant from 0 to 10 (Kbps) on the X-axis 
and reaches an infinite value after 60 (Kbps) on the X-axis [171]. The comparison with the dynamic hosts is 
striking, so the MySQL server of the static host suffers from a DDoS attack. Since the five distributed hosts 
distribute the attack load, the experimental curve of the dynamic hosts demonstrates their superiority in 
protecting against DDoS attacks [172, 173].
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 Fig. 5.8 Response time: MySQL

The average percentage is 34 %. This means that static hosts perform up to 34 % worse in response 
time during attacks than dynamic hosts.

Conclusion: based on this data, it is possible to conclude that dynamic hosts perform better in response 
time during attacks than static hosts. In particular, dynamic hosts perform up to 34 % better in response 
time during attacks on average [173, 174].

The loading time of the entire Apache web page is checked. In Fig. 5.9 dynamic hosts take longer to 
load the web page than the static host. This is because the Blockchain mining operation exhausts some 
system resources, which becomes a key factor affecting the server response time. The response times of 
static and dynamic hosts are almost the same from 1 (Mbps) to 10 (Mbps), increasing slightly along the X-axis. 
In this case, both types of hosts are affected by the DDoS attack. The static server becomes unresponsive 
starting at 8.5 (Mbps), while the response time of the dynamic server is higher at the same attack rate, 
indicating that the dynamic Apache server can still respond even if the static server fails [170, 172].

So, the average percentage is 1 %. This means that static hosts are on average up to 1 % worse at 
responding to attacks than dynamic hosts.
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Conclusion: based on these data, it is possible to conclude that dynamic hosts are better at responding 
to attacks than static hosts. The difference is 1 %, so in real scenarios there may be differences depending 
on the specific situation [172].
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 Fig. 5.9 Response time: Apache

The response time curves of Vsftpd and Nginx are shown in Fig. 5.10, 5.11. The response time of down-
loading a txt file from the Vsftpd server is measured during a DDoS attack. In Fig. 5.10, the response time 
of Vsftpd on the static host increases rapidly and reaches its infinity at 11 (Kbit/sec). Due to Blockchain 
mining, the overall trend from 0 to 10 (Kbit/sec) is slightly affected. However, the flat trend of the dynamic 
hosts curve indicates resilience to DDoS attacks. As mining operations on dynamic hosts exhaust system  
resources, Nginx is affected. As shown in Fig. 5.11, the average response time of Nginx on a static host 
outperforms that of dynamic hosts from 1 to 2.5 (Mbps) along the X-axis. After 2 (Mbps), the DDoS attack 
becomes the main factor affecting the response time. From 2 (Mbps) to 4 (Mbps), the dynamic hosts curve is 
always lower than the other, which means that the time on a static host is longer than that on dynamic hosts. 
It is known that Nginx creates symbols with less memory and high parallelism, so both curves maintain their 
smooth characteristics. However, the downtime of the static server occurs earlier than that of the dynamic 
one, which indicates the effectiveness of the designed scheme.

So, the average percentage is 13 %. This means that static hosts have an average of up to 13 % worse 
response time during attacks than dynamic hosts.

Conclusion: based on this data, it is possible to conclude that dynamic hosts have a better response 
time during attacks than static hosts.

Therefore, the average percentage is 16 %. This means that static hosts on average cope with response 
time during attacks by up to 16 % worse than dynamic hosts.
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Conclusion: based on these data, it is possible to conclude that dynamic hosts cope with response time 
during attacks better than static hosts.
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 Fig. 5.10 Response time: VsFTPd
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 Fig. 5.11 Response time: Nginx



76

MODERN METHODS OF ENSURING INFORMATION PROTECTION IN CYBERSECURITY SYSTEMS USING  
ARTIFICIAL INTELLIGENCE AND BLOCKCHAIN TECHNOLOGY

The same number of attacks were carried out on both the centralized system using software decoys 
and the dynamic system built on the developed method. The developed method of using software decoys, 
which is built on the use of Blockchain technology, requires more resources from the attacker to carry 
out an attack on the network: the power of computers, servers from which the attack is carried out, as 
well as more physical time, which increases the time for cybersecurity specialists to respond and counter 
the attack by up to 45 %. The biggest difference is not visible on all services: Apache and Nginx dynamic 
systems experience almost the same results as the central analogue during the attack. However, the Vsftpd 
and MySQL services require the use of significantly more resources from the attacker, which shows the 
effectiveness of the developed method in terms of protecting a computer network. A comparison of the 
effectiveness of the centralized model with the developed model of using software decoys during the attack 
is shown in Fig. 5.12.
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 Fig. 5.12 Comparison of the effectiveness of the centralized model and 
the developed model during the attack

The total number of attacks is 60, 30 for the network with the developed model and the central-
ized one. One attack consisted of three different approaches that were used earlier and included DDoS 
attacks, sniffer and scanning. The attack is considered blocked if all three vulnerabilities were repelled.  
Fig. 5.13 shows the result of the attacks for the centralized model. The programmed decoys in centralized 
models are not a protective mechanism, as mentioned earlier. They serve as a warning layer in the protec-
tive system and their task is to distract the attacker and collect and record information about the actions 
taken in the attack logs. Out of 30 attacks, only 4 were successfully blocked by all three parameters, which 
is 13 % of the total. This indicator tends to decrease with an increase in the number of attacks. It is also 
visible that 13 % of attacks passed completely by all parameters because the software decoy was found 
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and ignored and the attack continued immediately on the legitimate network. DDoS attack was blocked  
11 times out of 30, which is 36 % of attacks of this type, scanning attack was blocked 17 times out of 30, 
which is 56 % of attacks of this type, sniffer attack was blocked 19 times out of 30, which is 63 % of attacks 
of this type.
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 Fig. 5.13 The result of attacks on the centralized model

Fig. 5.14 shows the result of the attacks carried out for the developed model. Out of 30 attacks, half of 
them were successfully blocked, which is 50 % of the total number. Scanning and sniffer attacks could not 
be successfully carried out due to the translocation capabilities of the developed network, dynamic changes 
of hosts and constant exposure to software decoy. The weakest link in the network is DDoS attacks, the sta-
tistics of which affected the overall picture. Increasing the level of bandwidth and response time of services 
directly proportionally affects this result, since more computing power is required from the attacker to carry 
out the attack. Since the developed network consists of only five nodes (five personal computers), the load 
on them is accordingly greater. With an increase in the number of nodes in the network, the load will be more 
distributed and the results may improve several times. The DDoS attack was blocked 15 times out of 30,  
which is 50 % of attacks of this type, the scanning attack and the sniffer attack were blocked in all thirty 
attacks, which is 100 % of attacks of these types. However, from Fig. 5.14 it is clear that software decoys 
built on the basis of Blockchain technology serve as a full-fledged protective mechanism and perform not 
only monitoring tasks but also tasks of direct protection of the computer network, which increases the 
overall level of network protection compared to analogues.

Comparing the centralized model with the decentralized one, it is possible to obtain the following results:
1. The protection of the decentralized network model during a DDoS attack is 14 % higher.
2. The protection of the decentralized network model during a scanning attack is 44 % higher. Almost twice.
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3. The protection of the decentralized network model during a sniffer attack is 37 % higher.
4. The overall protection of a computer network built using programmed decoys based on Blockchain 

technology is 37 % higher compared to the centralized analogue, which is an increase in the global level of 
computer network protection by one and a half times.
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 Fig. 5.14 The result of attacks on the developed model

5.3 COMPARATIVE ANALYSIS OF THE DEVELOPED DYNAMIC METHOD WITH STATIC ANALOGUES

To better illustrate the protective capabilities of the developed method, the response time of four ser-
vices without any attack is summarized in Table 5.1.

 Table 5.1 Service response rate when there is no attack

Service Static host Dynamic host

Ngnix 625 ms 650 ms

Vsftpd 103 ms 185 ms

Apache 653 ms 695 ms

MySQL 105 ms 135 ms

The times on a static host are always lower than on a dynamic host. Even if the complexity value in 
the genesis file is adjusted to “0x400” to reduce the computational overhead, the consensus mechanism 
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for block generation makes dynamic services less efficient in terms of response time. However, the final 
attack rates of dynamic hosts that lead to service failure show an advantage over static hosts, as shown 
in Table 5.2.

 Table 5.2 Attack rate before the service stops accepting requests

Service Static host Dynamic host

Ngnix 7.5 MB/s 8.0 MB/s

Vsftpd 11 MB/s 28 kB/s

Apache 10 MB/s 11 MB/s

MySQL 14 MB/s 60 kB/s

Without attack traffic, the low efficiency of dynamic hosts leads to longer response times. However, 
with the increase of attack traffic on dynamic hosts, they show advantages in protecting the system, which 
indicates the effectiveness of the proposed scheme.
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6.1 DEVELOPMENT OF A THREAT RESEARCH SYSTEM MODEL

One of the components of the cybercrime investigation system is the threat investigation system. The 
main task of this component in the cybercrime investigation system is to collect indicators of system com-
promise from threat sources, to detect potential or confirmed cyberattacks and cybercrimes [147, 149, 153].

The principle of operation of the threat investigation system can be described as follows. Let’s denote 
the algorithm for collecting system compromise data as a function A, which runs on the threat investigation 
system, in which SL is the source list (SL for short) and TI is the threat investigation system (TI for short).  
∑ indicates the final iteration process of each source in the list. n is the total number of sources. Sourcei 
represents the source from the list. Verify(Sourcei) represents the verification stage for each source 
(data format and API compatibility check) [169]. “GetCred” is the stage of obtaining credentials for each 
source [156]. “TestCon” checks the connection to the source using the obtained credentials [145]. Inte-
grate() represents the integration of the source into the threat research system if the source is verified, 
the credentials are valid and the connection check is successful [173]. Therefore, the final formula of the 
proposed algorithm looks like this [164, 170]:

A TI SL Integrate Verify Source GetCred Source TestConi i( , ) , ,� � � � � SSourcei
i

n

� �� �
�
� .

1

 (6.1)

This algorithm ensures the secure integration of new threat intelligence sources into the threat intel-
ligence system. It thoroughly verifies sources, processes credentials, verifies connections, and then inte-
grates and schedules synchronization, while handling any errors that occur during the process [145, 164]. 
This systematic approach ensures that only trusted and compatible sources are added to the platform, 
enhancing its capabilities to monitor and respond to cyberthreats [173].

To verify the presence of an Indicator of Compromise in the threat intelligence system, the observed 
data is compared to an existing array of indicators of compromise (IOCs). If the MatchScore of ObservedData 
against IOCs is greater than or equal to a threshold value (Threshold): at least 1, then the presence of an 
indicator of compromise in the threat intelligence system is confirmed [169]. The formula for checking for 
indicators of compromise is as follows [149, 170]:

VerifiedIOC TrueifMatchScore IOCs ObservedData Threshold� �( , ) ,FFalse.  (6.2)

This approach was implemented on the open source MISP threat intelligence system. The proposed 
threat intelligence system structure is shown in Fig. 6.1. This Figure shows the interaction of threat intel-
ligence sources and cybercrime intelligence systems. The open source MISP system was identified as the 
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basis for the threat intelligence system. External threat sources that send indicators of compromise include 
IBM X-Force Exchange, AlienVault OTX, and CISA Automatic Distribution of Indicators of Compromise.

System

"External"
IBM X-Force
Exchange

"External"
AlienVault

OTX

"database"
MISP

Database

"misp"
MISP

Processing and normalization

"External"
CISA

Collect IOC Collect IOC Collect IOC

Provide IOC Provide IOC

Store IOC

Provide IOC

 Fig. 6.1 Schematic representation of a threat research system

Deriving threat data starts by iterating over an array of threat sources. Each source contains important 
details such as name, URL, access key, data format, synchronization frequency, and filtering rules [145, 164]. 
For each source, the algorithm checks:

1. Is the source’s data format one of the accepted formats? For example: STIX, TAXII, CSV, or JSON.
2. Is the source’s API compatible with the system? That is, can it communicate effectively with  

the platform.
The algorithm then attempts to obtain the necessary credentials (e.g., API keys) for each source.  

It checks whether these credentials are valid and can successfully establish a connection to the source’s URL.
If the source passes the check and the credentials are valid, the algorithm prepares to integrate the 

source into the MISP system. This involves compiling details such as the source name, URL, credentials, and 
data format. It then adds these details to the threat research system, effectively integrating the new source. 
After successfully adding the source, the algorithm sets a schedule for synchronization with the source. This 
synchronization occurs at a frequency specified in the source details, and includes special filtering rules to 
manage the incoming data.
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6.2 VULNERABILITY MANAGEMENT COMPONENT

A vulnerability management system was developed to investigate vulnerabilities that can be used by 
an attacker to compromise an information system and to analyze the impact of an unpatched vulnerability 
on the occurrence of an information security event. This system is described by a set of the following 
functions [147, 164]:

1. Vulnerability detection function:

VD S v Sii

n
( ) ( ).�

�� 1 , (6.3)

where VD(S) – the system vulnerability detection function, (S) represents a single vulnerability detected in 
the system, and n is the total number of vulnerabilities detected in the information system.

2. Vulnerability assessment function:

VS vi( ) = (CVSS v3.0).  (6.4)

For vulnerability assessment, it is proposed to use the Common Vulnerability Scoring System (CVSS v3.0), 
which is a standardized system for assessing the severity of security system vulnerabilities. In this case, 
VS(vi) is a vulnerability assessment based on the standardized CVSS v3.0 value determined by the scanning 
system. However, CVSS v3.0 does not take into account individual characteristics of the information system 
that may affect the severity of the vulnerability and the priority of the fix, in particular the phase of system 
development, the presence of security measures, and the criticality of data. Therefore, to take into account 
these factors, it is proposed to introduce a weighting factor that can be applied by organizations as need-
ed to improve the assessment of research into cybercrimes caused by unpatched vulnerabilities. Based 
on expert judgment, a score was determined for each of the weighting criteria. The results of surveys of  
20 information security experts were collected and the scores are proposed in Tables 6.1–6.3. This weight-
ing factor is not mandatory, but it allows information security analysts to take into account the individual 
characteristics of the system under study. Taking into account the weighting factor, the overall vulnerability 
assessment of the system is described by the following formula:

VA S VS v W P SC ICi
i

n

( ) ( ) ( , , ).� �
�
�

1

 (6.5)

This formula assumes that VS(vi) is CVSS v3.0 and the weighting factor is based on the following criteria: 
system development phase (P), availability of security measures (SC) – a total factor calculated by multiply-
ing the factors of each of the security measures and the information classification (IC) processed by the 
system. The justification for these criteria and the corresponding factors are proposed in Tables 6.1–6.3. 
The weighting factor determines the impact of these factors on the overall vulnerability assessment of the 
system, but it is worth noting that these estimates should be adjusted in accordance with a certain risk 
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tolerance and organizational policy. The weight formula, taking into account the above factors, can be 
presented as the average value of these three factors:

W
P SC IC

�
� �

3
.  (6.6)

 Table 6.1 Criterion: information system development phase (P)

Development 
Phase Coefficient Rationale

In active use 1.0 Information systems in active use typically have the highest priority because vulnerabil-
ities in these systems can directly impact the organization. A breach or failure here 
typically has a significant impact on the information system and the organization

In development 0.75 A system in development is less critical than one in active use, but it may be a replica 
of a system in use or contain confidential information and intellectual property of the 
organization

Proof of concept 
(POC)

0.25 Proof of Concept (POC) has the lowest impact because it is often isolated and used 
for experimental purposes. The risk and impact of vulnerabilities here are typically 
lower compared to other environments

 Table 6.2 Criterion: security measures (SC)

Availability of security 
measures (SC) Coefficient Rationale

Firewalls and network 
segmentation

0.8 (measures implemented), 0.9 (partially 
implemented), 1.0 (measures not available)

Firewalls and network segmentation 
significantly reduce the risk of exploiting 
vulnerabilities

Intrusion detection and  
prevention systems (IDS 
and IPS)

0.7 (measures implemented), 0.85 (partially 
implemented), 1.0 (measures not available)

Effective IDS and IPS can detect and poten-
tially prevent exploits

Endpoint protection  
(antivirus, EDR, etc.)

0.75 (measures implemented), 0.9 (partially 
implemented), 1.0 (measures not available)

Endpoint protection can reduce the risk of an 
attacker exploiting a vulnerability if there are 
behavioral malware signatures or exploits

Access control and  
authentication

0.8 (measures implemented), 0.9 (partially 
implemented), 1.0 (measures not available)

Access controls and authentication mech-
anisms limit the possibility of unauthorized 
access

Data encryption (at rest  
and in transit)

0.85 (measures implemented), 0.95 (partially 
implemented), 1.0 (measures not available)

End-to-end encryption protects data even if 
other layers of security are compromised

Patch management 0.8 (measures implemented), 0.9 (partially 
implemented), 1.0 (measures not available)

Timely detection and response to patches 
will make it impossible to exploit them

Information security 
management and security 
event management (SIEM)

0.75 (measures implemented), 0.9 (partially 
implemented), 1.0 (measures not available)

Using basic SIEM capabilities with real-time 
analysis makes it possible to detect and 
respond to attempts to exploit vulnerabilities
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 Table 6.3 Criterion: information classification (IC)

Information classification Coefficient Rationale

Confidential information 1.0 Systems that handle sensitive data receive the highest score, as a 
breach could result in significant legal, financial, and reputational 
damage to an organization

Public information 0.5 Systems that handle public information are considered less risky because 
the data is already publicly available and a breach would not result in the 
disclosure of sensitive information. However, manipulation of this type of 
data can lead to the spread of false information, especially when the infor-
mation is used in the context of operational public information or news

These formulas can be implemented in the cybercrime investigation system, namely in the process of 
assessing vulnerabilities in information systems. The process involves identifying individual vulnerabilities, 
evaluating them according to various criteria, and then summarizing these scores to obtain an overall score.

Taking into account the results of the research conducted in the previous sections, a vulnerability 
management system was developed that uses the following open source solutions: DAST-type scanning 
solutions – OWASP ZAP, SCA – OWASP Dependency Check, OpenVAS: tools provide a comprehensive approach 
to vulnerability management, covering a wide range of security assessments from the infrastructure to the 
code level. The vulnerability management system is schematically presented in Fig. 6.2.

OpenVas

ArcheryAdministrator

OWASP ZAP

OWASP Dependency Check

 Fig. 6.2 Schematic representation of the vulnerability management system

The integration of these tools into the vulnerability management component makes it possible to ensure 
thorough vulnerability detection and vulnerability management at different levels of information systems.

OpenVAS offers extensive infrastructure scanning capabilities and, as an open source tool, is cost-ef-
fective and benefits from community-driven updates. OWASP Dependency-Check: specializes in detect-
ing vulnerabilities in project dependencies. It can be integrated into CI/CD pipelines, making it a tool for  
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detecting vulnerabilities early in the software development lifecycle. OWASP ZAP (Zed Attack Proxy): pro-
vides dynamic application security testing required to detect vulnerabilities while the information system 
is running. Its proxy interceptor capabilities allow for deep analysis of application behavior, offering both 
active and passive scanning options. Archery Security Tool: acts as a central platform for aggregating and 
managing vulnerabilities discovered by other tools. This simplifies tracking, analyzing, and reporting on 
security flaws, making it easier to prioritize and effectively remediate vulnerabilities.

6.3 DEVELOPMENT OF A METHODOLOGY FOR INVESTIGATING CYBERCRIMES BASED ON ANOMALY 
DETECTION USING THE ISOLATION FOREST MODEL AND GPT, TAKING INTO ACCOUNT INFORMATION 
SYSTEM VULNERABILITIES AND THREAT INTELLIGENCE DATA

This section proposes a methodology for investigating cybercrimes for information system infrastruc-
ture components based on the Isolation Forest anomaly detection algorithms and GPT models, taking into 
account information system vulnerabilities and threat intelligence data. The model of the cybercrime inves-
tigation system for information system infrastructure components is presented in Fig. 6.3.
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the Results
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 Fig. 6.3 Cybercrime investigation system model for information systems infrastructure components
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It is worth noting that this cybercrime investigation system model is not dependent on the GPT model 
version and is built taking into account the principle of continuous improvement, therefore it allows infor-
mation security teams to integrate any external systems with GPT model support.

The developed model offers cybercrime investigation according to the following methodology:
Stage 1. Data collection and preprocessing. Event logs from components of different levels of the in-

formation system infrastructure are collected centrally. These can be network traffic logs, system access 
logs, transaction records, etc. It is important to add that the data needs to be cleaned and pre-processed 
to ensure that they have a suitable format for analysis. To mathematically describe an array of logs for the 
model, especially in the context of cybercrime investigation using methods such as Isolation Forest, it is 
necessary to represent the logs in a structured data format, usually as a matrix. Each row in the matrix rep-
resents a separate log record, and each column represents a separate characteristic or attribute extracted 
from the logs. Let D (from English Data) be a matrix representing an array of logs. Suppose there are n log 
records and m characteristics extracted from each log record.

Then, D is represented as a matrix:

D d d ddn�� �1 2, , ..., .  (6.7)

Stage 2. Anomaly detection using Isolation Forest. Training the Isolation Forest model on a dataset with 
normal behavior is the first step. Isolation Forest is effective at detecting anomalies, after which it isolates 
the anomalies. To train the model, it is necessary to extract relevant records from the logs that may indicate 
anomalies. This may involve techniques such as PCA (Principal Component Analysis) to reduce dimensional-
ity or more complex feature development. The process of training Isolation Forest involves building multiple 
isolated trees. The mathematical description of the model training process can be described as follows:

1. Initialization: let the forest have T trees. For each tree ti, where (i = 1,2,3, …, T), a random set of sam-
ples (SI) is selected from the array D.

2. Recursive partition in tree ti: a random function fj of a random partition value v between the minimum 
and maximum values of fj in the random set of samples SI is selected. It is divided into two subsets based 
on the partition value in the function fj. The partitioning continues until all samples are isolated or a certain 
depth limit is set.

3. Path length calculation: the path length for sample h(x) in each tree ti. Anomaly score for each sample 
in next step.

4. s x n
E h x
c n

( , )
( ( ))
( )

,� �2  (6.8)

where s(x,n) – the anomaly score for sample x, E(h(x)) – the average path length in the tree, and c(n) – the 
average path length in a random binary search tree.

5. Processing anomalies detected by the isolation forest. For each anomaly, a threshold value for the 
anomaly score is determined, for a normal event this value is from 0 to 0.5. The value s(x,n) > 0.5 indicates 
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the presence of an anomaly, and a score very close to 1 indicates the exact presence of an anomaly. If such 
an anomaly is detected, the anomalies are added to the set of anomalies AM:

AM d d dn�� �1 2, , ..., ,  (6.9)

where AM – the array of anomalies, d – the detected anomaly, and n – the number of anomalies.
Stage 3. Additional information collection about the information system and its components. It is pro-

posed to use additional data sources to add context to the anomalies. This information should be obtained 
from the threat research system and the vulnerability analysis system. If the event log with the anomaly 
contains an indicator of system compromise from the specified threat sources or a vulnerability detected 
by vulnerability detection systems, this data should be collected into a single data array. To collect data 
from the threat research system, it is proposed to check for the presence of compromise indicators in the 
threat research system:

VerifiedIOC TrueifMatch IOCs ObservedData Threshold False� �( , ) , ..

And perform the following function to collect compromise indicators, if the received value is > 1.

TD MISPFDatabase ObservedDatai = Retrieve( , ),  (6.11)

where TDI represents a function for retrieving threat data, which may include indicators of compromise (IOC), 
i – a sequence number. Retrieve is an operation that represents the process of requesting information from 
the MISP system. MISPDatabase is the MISP database. ObservedData is a confirmed indicator of compromise. 
The next step is to collect data on vulnerabilities in the information system infrastructure. This step is 
described by the following formula:

VM Filter VulnerabilityDatabase AssetID VA S= ( , , ( )),  (6.12)

where VA(S) – the overall vulnerability assessment of the system, AssetID – the asset number, and Vulnerabil-
ityDatabase – the vulnerability database of the Archery system.

AGG d VM TDi i� � � ,  (6.13)

where AGG – an array of anomalies, di – the detected anomaly, i – a sequence number.
Stage 4. Data masking. Before feeding the log data (AGG matrix) into the cybercrime research model, a 

data masking technique must be applied. Data masking can be represented as a function fmask that takes the 
original data matrix YM and returns the masked matrix:

AGG f AGGmask' ( ).=  (6.14)
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Stage 5. Data analysis. The masked matrix, threat source data, and information about the vulnerabili-
ties of the information system are sent to the GPT model for information synthesis:

AGG GPT' .→  (6.15)

Stage 6. Reporting and researching the results. At this stage, the research of the results obtained by 
the GPT model is carried out:

GPT → Report.  (6.16)

Stage 7 (Optional). Data unmasking. In cases where the raw data needs to be obtained for detailed 
analysis or reporting, it is necessary to use the inverse function of the masking function:

AGG f AGGmask� �1 ( ').  (6.17)

The actions that a cybercrime research model should perform according to a specific methodology are 
presented in Fig. 6.4.
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 Fig. 6.4 Flowchart of actions



6 DEVELOPMENT AND RESEARCH OF THE EFFECTIVENESS OF THE CYBERCRIMES RESEARCH SYSTEM MODEL AT  
INFORMATION ACTIVITY OBJECTS

89

When the analyst provides the event logs to the cybercrime investigation model collected using a dy-
namic decoy system based on Blockchain technology, the model activates the anomaly detection algorithm. 
The trained model detects the anomaly and automatically collects it into a single data set.

If an anomaly is detected, the model queries the vulnerability analysis system and receives information 
about the vulnerabilities of third-party libraries and scans for vulnerabilities of the application and infra-
structure of the information system.

The next check is to check the following indicators of system compromise, in particular IP addresses 
and domain names in the threat investigation system.

If indicators of compromise are present, the model adds information about the threats to the data set 
for analysis.

The next step is to query the vulnerability data, if a vulnerability is detected, the vulnerability data is 
collected by the model into a separate data set, which the model will use for analysis using GPT.

The generated data array is masked, all IP addresses and domain names are replaced with pseudo- 
random ones.

The masked data array is sent to the GPT model for analysis.
After analysis, the data is unmasked and the results of the verification are analyzed by an information 

security analyst.
The following section describes in detail the practical implementation of the cybercrime investigation 

system model and the principle of its operation.

6.4 PRACTICAL IMPLEMENTATION OF THE CYBERCRIME INVESTIGATION SYSTEM MODEL

The notations used to model the system are described in Table 6.4, and Table 6.5 describes the sys-
tem actions.

Algorithm 1 has been developed to describe the operation of the cybercrime investigation system.
Algorithm 1. Cybercrime investigation.
The get(log) function receives an array of event logs {log1, log2, …, logn} in .log format. The information 

obtained is processed by the Isolation Forest model to detect anomalies. When an anomaly is detected, the 
system records anomalies using the record (anomaly) function in the database:

Isolation Forest analyse record anomaly

Arr Arr

 log( ( )) ( );

,

s �

� 1 2 ,, ..., ( ).Arr else anomaly notn� �    inform detected

Next, the check (vulnerabilities) function requests information from the vulnerability detection system 
about the presence of vulnerable components of the information system:

if check True then n rr V Vi A  ( ) : , , ...,vulnerabilities Record� � 1 2 VV else Noactionn  � .
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The check (IOC) function checks for the presence of indicators of system compromise in the threat 
research system:

if�check IOC� � � � �True thenRecord in Arr IOC IOC IOCn� _ _ :� , , ...,1 2 �� �� � .else Noaction

The form(array) function forms a data array for analysis by the GPT system and the formed data array 
is masked by the mask(array) function:

form�request array mask array� �� � ��� array ' .

The formed data array is sent to the GPT-based research system using the connection API using the 
send (array) function:

send array GPT' .� ��

 Table 6.4 Notations used to model the system

Name Designation

Logs {log1, log2, …, logn}

Vulnerabilities {V1, V2, …, Vn}

(IOC) {IOC1, IOC2, …, IOCn}

IP {IP1, IP2, …, IPn}

Domains {d1, d2, …, dn}

Anomaly {A1, A2, …, An}

Array {Arr1, Arr2, …, Arrn}

Result {R1, R2, …, Rn}

 Table 6.5 Description of system actions

Function Description

1 2

get (logs) The Isolation Forest model receives data for analysis by the algorithm

analyse (logs) The event logs are analyzed by the Isolation Forest algorithm to detect anomalies

record (anomaly, array) The system writes anomalies to the data array, if detected

check (vulnerabilities) The vulnerability management system is checked for vulnerabilities

record (vulnerability) The system writes vulnerabilities to the data array, if detected

check (IOC) The threat analysis system is checked for indicators of compromise
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 Continuation of Table 6.5

1 2

record (IOC) The system writes the indicator and threat to the data array, if detected

mask (array) The data masking function replaces IP addresses and domain names with pseudo-random ones

form request(array) The system generates a data array for analysis

send (array) The system sends the data array for analysis to a GPT-enabled system

receive (result) The system receives the analysis result from the GPT-enabled system

demask (array) The data unmasking function changes pseudo-random IP addresses and domain names to real ones

inform (result) The system sends the analysis results to the user

inform (anomaly not 
detected)

The system notifies the user that there is no anomaly

The analysis results are received by the receive(result) function, in the next stage, the data is unmasked 
by the demask(array) function and transferred to the analyst by the inform(result) function. In this way, the 
system processes the data and provides a clue to the analyst about the possible root cause of the incident or 
cybercrime. A UML sequence diagram was created for the described system, shown in Fig. 6.5. The diagram 
outlines the interactions and processes in the system, involving the analyst, the cybercrime investigation 
system, and the external GPT model. This diagram provides a visual representation of the sequence of oper-
ations, including log reception, investigation, vulnerability and threat scanning, data masking, connections 
to external systems, and the final report of the results.
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check(IOC)
record(IOC)
check(vulnerabilities)
record(vulnerabilities) to the Vulnerability Table
form request(data from the Anomaly, IOC and Vulnerability Tables)
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get(logs)

inform(results)

Analyst

Cybercrime
investigation system

GPT
model

Threat
research system

Vulnerability
management system

Database

Analyst

Cybercrime
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inform(no anomaly detected)
[no anomaly detected]

notify no anomaly detected

(Anomaly detected)alt

 Fig. 6.5 Sequence diagram
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The software architecture of the model is presented using the C&C view in Fig. 6.6, which indicates the 
elements of the system, namely its services and connections between the system services. It is worth noting 
that the microservice type of architecture was chosen for the system, since the system implemented based 
on this type of architecture is fault-tolerant, provides the ability to scale and flexible choice of technolo-
gies. These characteristics became an important factor in choosing the type of system architecture, since 
microservices allow easy scaling of individual program components, since each service can be scaled inde-
pendently based on demand and each microservice can be created using different technologies (program-
ming languages, databases, etc.), which allows using different technologies for the needs of each specific 
service, for example: vulnerability analysis, collection of indicators of compromise or GPT model. Therefore, 
the cybercrime investigation system was implemented using services in a containerized environment.

The system components are described in Table 6.6.

 Table 6.6 System components

Component Description

Service: Analyzer The analyzer service is implemented in the Python programming lan-
guage and is the main service of the model. This service performs the 
following functions: collecting information about the anomaly from the 
service, system vulnerabilities from the Archery service and indicators 
of system compromise from the MISP service. This service generates 
a request to the GPT model. Sends data for masking and sends the 
masked data to the GPT model. Upon receiving the result, the analyst 
reports the results of the study, or the absence of an anomaly

Service: Isolation Forest Model The service is implemented based on the Isolation Forest model 
in the Python programming language, is a pre-trained model and 
receives data for analysis. The result of execution is a detected and 
documented anomaly

Service: Masker The service is implemented in the Python programming language, 
which masks the data generated for analysis and unmasks the data 
received from the GPT model

Service: Hashicorp Vault The Hashicorp Vault service is used to store API keys

Service: Arhery The Archery service aggregates data from vulnerability detection 
systems and is an implementation of the described vulnerability 
management component

Service: MISP The MISP service aggregates data from threat sources and is an  
implementation of the described threat research system

Service: GTP Service The external GPT model is integrated into the cybercrime research 
system

Database: MySql A database implemented on MySql. The database records information 
about detected vulnerabilities, anomalies, and indicators of system 
compromise
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 Fig. 6.6 Component diagram (C&C)

6.5 PREPARING A VULNERABLE ENVIRONMENT FOR TESTING A CYBERCRIME INVESTIGATION SYSTEM MODEL

At the current stage of information systems development, cybersecurity is mainly focused on protec-
tion that detects and prevents cyberattacks. However, it is much more important to regularly check the 
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security status of the organization to strengthen cybersecurity protection, as the IT environment becomes 
more complex and competitive [71].

This section presents the results of a simulation of cyberattacks on a prepared vulnerable environment, 
the simulation results are provided to the cybercrime investigation system for analysis. The environment 
for generating event logs consists of a decoy system based on blockchain technology, the main nodes of 
which are Nginx services, which are used as reverse proxy services and containers for the vulnerable OWASP 
JuiceShop application. This environment is schematically presented in Fig. 6.7.
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Administrator
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 Fig. 6.7 Attack simulation environment

For experimental analysis, the following cyberattacks were simulated: an attack using automated vul-
nerability scanning and exploitation tools, a Directory Traversal attack, injections, and attempts to disrupt 
the program logic.

Using tools such as Nessus to scan for vulnerabilities is a measure to identify and eliminate weakness-
es in a network or system. These tools are designed to detect a wide range of vulnerabilities, ranging from 
software flaws to incorrect configurations. The main advantage of using these tools is their comprehensive 
nature, they provide detailed information about potential security gaps. However, attackers can also use 
these solutions to identify vulnerabilities for further attacks on a selected system. Detecting this type of 
attack and preventing it in a timely manner can prevent further information security incidents.

Injection attack simulations, such as SQL injection and XSS, offer a real-time assessment of how well 
an organization’s systems can withstand common and sophisticated attack methods. These simulations 
mimic the actions of cybercriminals, providing a realistic test of security measures. The advantage here is 
that it allows to evaluate the effectiveness of security protocols and identify specific areas where protection 
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may need to be strengthened. This approach to security testing helps you fine-tune your defenses against 
common attack vectors.

A Directory Traversal attack, also known as Path Traversal, is aimed at accessing files and directories 
that are stored outside the root folder of a website. By manipulating variables that refer to files using dot-
dot-slash (../) and similar constructs, an attacker can move up the directory tree from the root of the web 
server to access arbitrary files or directories.

Detecting users attempting to break into application logic is critical to detecting insider threats or 
compromised accounts. The advantage of this approach is its emphasis on the human element of cyberse-
curity. By monitoring anomalies in user behavior, such as unusual login times or unexpected data access, 
organizations can quickly identify and investigate potential security incidents. This method is particularly 
effective at detecting threats that may be missed by automated systems, including subtle actions that may 
indicate hacking or malicious insider activity. The following sections describe the experiments conducted, 
the results of which were recorded in event logs for further analysis by the cybercrime investigation system.

6.5.1 TRAINING THE ISOLATED FOREST MODEL

Due to the use of Nginx event logs to successfully detect an anomaly during the experiment, it is 
necessary to train the Isolated Forest model on NGINX logs. Training involves several stages, starting 
from understanding and preprocessing the data to training the model. The test_nginx.log file containing  
50210 requests, including anomalies and normal behavior, was used to train the model.

The Nginx event logs contained information such as remote IP addresses, timestamps, HTTP request 
methods, response status codes, and user agents. Each of these fields can potentially help in detecting 
anomalies (for example, unusual access patterns or error levels). Since the Isolated Forest only works with 
numeric data formats, the information from the event logs was obtained and converted to numeric data 
format for the model to work according to the following principles:

1. IP address: converted to numeric format.
2. Timestamp: converted to a datetime object and numeric functions defined.
3. HTTP method: obtained from the query string.
4. Requested URL: to analyze the URL, it was broken down into components - protocol, domain, path, 

and query string. The urllib Python library was used for this. The following numeric characteristics were 
defined for the URL:

– URL length: abnormally long URLs may indicate suspicious activity, such as SQL injection or path 
traversal attacks, and are not typical of normal user activity;

– path depth: the query depth was calculated by counting the number of slashes in the URL path. For 
each application, a maximum query depth can be defined, a value greater than this depth is anomalous;

– special characters: the presence of certain special characters (for example, “%”, “..” or unusual en-
coding) may indicate attempts to exploit vulnerabilities.

5. HTTP Version: retrieved from the query string.



96

MODERN METHODS OF ENSURING INFORMATION PROTECTION IN CYBERSECURITY SYSTEMS USING  
ARTIFICIAL INTELLIGENCE AND BLOCKCHAIN TECHNOLOGY

6. Status Code: indicates the result of the query (e.g. 404 – not found, 200 – successful).
7. Response size: the size of the response in bytes.
8. User agent: this field was defined as a bot characteristic using a binary flag (0 or 1) indicating whe- 

ther the user agent is a bot.
The data prepared for the model was loaded into the model_training.cvs file. For which the attributes 

of anomalous behavior were defined. An Isolation Forest model was initialized on the trained data. Isolation 
Forest assigned an anomaly score to each observation from the trained data. This score was used to de-
termine whether the observation was an anomaly. The final step was to save the model for later use, which 
was provided by using the joblib library.

To summarize, training the Isolation Forest model on Nginx logs involved converting the raw log data 
into a format that the algorithm could process, training the model to detect anomalies, and then interpreting 
those anomalies in the context of web server traffic and activity.

6.5.2 COLLECTION OF ADDITIONAL INFORMATION

Collection of additional information occurs from the vulnerability management system and the threat 
research system. Previously, a vulnerability scan was performed for the JuiceShop application.

Infrastructure scanning was performed using the OpenVas application, one low-level vulnerability was 
detected during the scan. Static scanning was implemented using OWASP Dependency Check, which detect-
ed 12 critical vulnerabilities, 26 high-level vulnerabilities, and 29 medium-level vulnerabilities in third-party 
libraries used by the information system. Dynamic scanning was performed using the OWASP ZAP applica-
tion, which detected 2 medium-level and 5 low-level vulnerabilities. Scans were uploaded to the Archery 
vulnerability management system. The vulnerability scan results are presented in Fig. 6.8.

 Fig. 6.8 Vulnerability scan results
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All of the above-mentioned scanning systems are implemented taking into account the principle of 
microservice architecture and are implemented in the implementation of the cybercrime investigation sys-
tem using Docker containers to ensure free scaling of the system. Secure communication between systems 
is provided using the TLS 1.2 algorithm. The integration of the vulnerability management system with the 
cybercrime investigation system is carried out using the connection API. To securely store the credentials of 
the service user used for the connection API, the Hashicorp Vault key store was implemented.

For the detected anomaly, an algorithm was implemented to obtain IP addresses from NGINX logs and 
check them in the threat investigation system implemented on the MISP Docker container. It is assumed that the  
IP addresses in the logs correspond to the standard IPv4 format with the use of a regular expression to extract 
them. This regular expression may need to be adjusted if the logs have a different IP address format. Interac-
tion with the MISP API uses the basic structure of an HTTP POST request. API requests are configured accord-
ing to MISP requirements. In addition, the service user credentials are stored in the Hashicorp Vault key store.

6.6 EXPERIMENTAL ATTACK EXECUTION

This section describes in detail the stages of experimental attacks on the system under study. It pres-
ents scanning attacks, injection attacks, Directory Traversal and program logic violation attacks.

6.6.1 EXPERIMENTAL ATTACK EXECUTION USING AUTOMATED SCANNING TOOLS

Vulnerability scanning was performed using Nessus. This application is a traditional method used to 
detect security vulnerabilities in network systems, but it also performs a number of automated attacks.  
An attack using automated scanning tools is schematically presented in Fig. 6.9.

An experiment of an attack using automated scanning tools includes:
1. Scan initiation: the scanning system Scanner begins the scanning process by identifying open ports 

and services. This is represented as the Scanner initiating the Scan function.
2. Target selection: the Scanner selects a target host, the Target, to assess for vulnerabilities. This is 

described as the Scanner selecting the Target.
3. Sending scan requests: the Scanner sends a series of requests to the Target. This action is denoted as 

the Send Scan Request function. These requests are intended to verify various aspects of the Target’s security.
4. Target host scanned: the Target receives the scan requests.
5. Response analysis: the Scanner analyzes the responses from the Target to identify potential  

vulnerabilities.
6. Vulnerability report: the Scanner generates a report with a detailed description of the vulnerabilities 

and potential risks found, presented.
The main purpose of scanning with Nessus solutions is to identify security weaknesses in the target 

system. This attack can be used by an attacker to further exploit the identified vulnerabilities. The result of 
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scanning the tested system based on OWASP JuiceShop is the resulting Nessus scan report. The results are 
recorded in the Nginx event logs for further analysis.

Scanner

Initiate (Scan)

Select target (Target)

Target

Target

Send (Scan request)

Receive (Scan request)

Analyze (results)

Generate report (vulnerabilities)

Scanner

 Fig. 6.9 Attack using automated scanning tools

6.6.2 EXPERIMENTAL INJECTION ATTACK

Injection attacks, such as SQL injection, are malicious methods used by attackers to exploit vulner-
abilities in applications by injecting unauthorized code into queries or commands. The main purpose of 
injection attacks is to gain unauthorized access or perform unauthorized actions on the target application.  
The BurpSuite tester program was used to test injection attacks. The injection scanning attack is schemat-
ically presented in Fig. 6.10.

For the experiment, the attack is deployed in the following sequence:
1. The Tester program starts the process. In the diagram, this is represented as the Tester program 

performing the initiate (injection) function.
2. Creating a malicious request: the Tester creates a malicious request that is designed to exploit 

vulnerabilities in the target program.
3. Sending a malicious request to the target: the created malicious request is sent to the target program.
4. The program processes the input data: the target processes the received input data. Unaware of the 

malicious actions of the request.
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5. Executing malicious code: the malicious input causes malicious actions by the target, such as unau-
thorized access to data or its modification.

Tester program

Tester program Target

Target

Process (malicious request)

Execute (malicious code)

Initiate (injection)

Generate (malicious request)

Send (malicious request, target)

Result (malicious result)

 Fig. 6.10 Injection attack

The main goal of an SQL attack is to obtain the definition of the database schema and attempt to log 
in to the system with administrator rights. An XSS attack is implemented to introduce third-party content 
into the information system.

6.6.3 EXPERIMENTAL IMPLEMENTATION OF DIRECTORY TRAVERSAL ATTACK

The goal of the Directory Traversal attack is to access files and directories that are stored outside the 
intended accessible directories of the web server. This type of attack exploits vulnerabilities in the web 
application (or web server) that cannot properly sanitize user-entered file paths. The dirbuster application 
is used to simulate this type of attack. A schematic experimental implementation of the Directory Traversal 
attack is presented in Fig. 6.11. 

For the experiment, the attack is deployed in the following sequence:
1. The Tester program starts the process. In the diagram, this is represented as the Tester program 

executing a malicious request that contains directory traversal sequences (for example, ‘../’).
2. Sending the malicious request: the Tester program sends a request to the target server. The server 

processes the request: the target server processes the request without properly sanitizing the input data.
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3. Jumping to a restricted directory: the server gains access to a directory or file outside the intended 
directory as a result of Directory Traversal.

4. Compromise of data: the Tester gains access to confidential files or directories, which can potentially 
lead to data leakage.

The results of the experiment implementation are recorded in the event logs.

Tester program

Tester program Target

Target

Process request

Send to directory with sensitive data

Initiate(Directory Traversal)

Create (malicious request)

Send (malicious request)

Data leak

 Fig. 6.11 Directory Traversal Attack

6.6.4 EXPERIMENTAL ATTEMPT TO VIOLATE THE LOGIC OF THE PROGRAM

This experiment simulates user actions caused by violation of the logic of the program. This includes 
entering data that the program is not intended to process, using logical flaws to attempt to disrupt the nor-
mal operation of the program. Schematically, the experimental attempt to violate the logic of the program 
is shown in Fig. 6.12.

For the experiment, the attack is deployed in the following sequence:
1. The user starts by entering a request that uses known logical flaws in the program.
2. The program processes the received request.
3. The program does not detect an anomaly and the logic of the work is violated.
4. In response to the violation, the program processes the request and returns the result of the request.
In the case of the testing application, the Burp Suite tester program is used, with which an attempt to 

reduce the price of the product by the user is simulated. The results are recorded in the Nginx event logs 
for further analysis.
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 Fig. 6.12 Attempt to violate the program logic

6.7 ANALYSIS OF THE RESULTS

This section presents a thorough analysis of the operation of the proposed model of the cybercrime 
investigation system for the components of the information systems infrastructure. It describes an analysis 
of the effectiveness of the cybercrime investigation system using the proposed model. Also, the results 
obtained are compared with the open source Wazuh event investigation and monitoring system and the 
analysis performed by information security specialists.

To study the event logs, the traditional SIEM system Wazuh was used and two information security 
analysts were involved, for which the time of event detection by the SIEM system Wazuh and the total time 
of investigation of cybercrimes by information security analysts were measured. Time measurement is 
performed using Google Stopwatch.

6.7.1 ANALYSIS OF THE SPEED OF DETECTION AND INVESTIGATION OF ATTACKS USING AUTOMATIC 
SCANNING TOOLS

For this study, Nessus Community Edition was used, which simulated a scanning attack with a standard 
set of rules. For the experiment, event log records generated during automatic vulnerability scanning using 
Nessus Community Edition were used and 10 experiments were conducted with 10 data sets containing  
100 identical event log records, each of which contains at least one anomaly. The study was conducted 
every hour for 10 hours. As shown in Fig. 6.13, the average anomaly detection time determined during 
these experiments is 5.1 seconds by the comprehensive cybercrime investigation system and the average 
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information security event detection time by the Wazuh SIEM system is 13.1 seconds. Therefore, the cyber-
crime investigation system is up to 61 % faster than the Wazuh SIEM system for detecting cybercrimes.  
The comparison of anomaly detection times is presented in Fig. 6.13.
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 Fig. 6.13 Comparison of scan attack analysis time by a comprehensive cybercrime investigation 
system and a traditional approach

The next indicator taken into account is the cybercrime analysis time. The average time for cybercrime 
analysis by information security specialists using Wazuh SIEM data (this time does not take into account re-
porting) is 98.28 seconds and 33.31 seconds, respectively, by the cybercrime investigation system (this time 
takes into account receiving a detailed report). It has been experimentally confirmed that the cybercrime 
investigation system can increase the speed of cybercrime investigation by approximately 66 %, based on 
the criterion of cybercrime investigation speed.

Analyzing the results obtained, it was found that the cybercrime investigation system detects anoma-
lies for components of the information system infrastructure up to 66 % faster, which can focus analysts’ 
attention on a potential attack. Also, the cybercrime investigation system can increase the efficiency of 
cybercrime investigation by approximately 61 %.

6.7.2 ANALYSIS OF THE DETECTION SPEED AND INVESTIGATION OF INJECTION ATTACKS

To measure the speed, event logs generated during the execution of the injection attack were used and 
5 experiments were conducted. During each experiment, 5 event logs were used, each of which contained 
100 records. The study was conducted for 5 hours, one experiment every hour. The experiments determined 
that the time spent on anomaly detection was 5.66 seconds for the comprehensive cybercrime investigation 
system and 11.02 seconds for the Wazuh SIEM system. Therefore, it was found that the cybercrime investiga-
tion system is up to 48 % faster than the Wazuh SIEM system for detecting cybercrimes.
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The average time for cybercrime investigation by information security specialists using the Wazuh SIEM 
system data was 98.52 seconds and 19.14 seconds, respectively, for the cybercrime investigation system.  
In this case, the implementation of a comprehensive cybercrime investigation system using GPT with an 
analysis time of 19.14 seconds can reduce the time for event log analysis by approximately 80 % in percent-
age terms compared to the SIEM system. The results of the study are presented in Fig. 6.14.
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 Fig. 6.14 Comparison of injection attack analysis time by a comprehensive cybercrime 
investigation system and a traditional approach

The results of the conducted experiment determine that the cybercrime investigation system detects 
information security events faster and can reduce the time for examining event logs by up to 80 % in per-
centage terms compared to the SIEM system without reducing efficiency.

6.7.3 ANALYSIS OF THE SPEED OF DETECTION AND INVESTIGATION OF DIRECTORY TRAVERSAL ATTACKS

To measure the speed, event logs generated during Directory Traversal attacks using Dirbuster were 
used and 5 experiments were conducted. During each experiment, 5 event logs were used, each containing 
100 records. The study was conducted for 5 hours, one experiment every hour. The average anomaly detec-
tion time is 6.68 seconds for the comprehensive cybercrime investigation system and the time for detecting 
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an information security event by the SIEM system is 7.44 seconds. Therefore, the cybercrime investigation 
system can reduce the event detection time by up to 7.80 % in percentage terms. The lowest anoma-
ly detection time is 6.1 seconds for the cybercrime investigation system and 7.4 seconds for the Wazuh  
SIEM system. Therefore, as is seen, the cybercrime investigation system is up to 17 % faster than the 
SIEM system for cybercrime detection, if to consider the detection time as a performance criterion. The 
next indicator defined for evaluating the performance is the cybercrime analysis time. The average time 
for cybercrime analysis by information security specialists using SIEM system data is 23.56 seconds and  
14.54 seconds, respectively, for the cybercrime investigation system. In this case, implementing a compre-
hensive cybercrime investigation system using GPT with an analysis time of 14.54 seconds can reduce the 
event log analysis time by up to 38 % in percentage terms compared to the SIEM system. Fig. 6.15 shows  
a comparison of the analysis time of a Directory Traversal attack by a comprehensive cybercrime investiga-
tion system and a traditional approach.
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 Fig. 6.15 Comparison of Directory Traversal attack analysis time by a comprehensive cybercrime 
investigation system and a traditional approach

Given the results of the conducted research, it can be concluded that the cybercrime investigation system 
detects information security events up to 7 % faster on average and can reduce the time for analyzing event 
logs up to 38 % in percentage terms compared to the SIEM system without reducing the detection efficiency.
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6.7.4 ANALYSIS OF THE DETECTION SPEED AND INVESTIGATION OF ATTACKS WITH VIOLATION OF 
PROGRAM LOGIC

To measure the analysis time, event logs generated during the execution of queries that were executed 
to violate the logic of the application were used and 5 experiments were conducted. During each experi-
ment, 5 event logs were used, each of which contained 100 records. The research was conducted for 5 hours, 
one experiment every hour. 

The results of the experiment are presented in Fig. 6.16.
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 Fig. 6.16 Comparison of the analysis time of attacks with violation of logic by a comprehensive 
cybercrime investigation system and a traditional approach

The average time of anomaly detection by a comprehensive cybercrime investigation system is 
90.2 seconds, but the Wazuh SIEM system with a standard set of rules could not identify this type of attack.

Therefore, the next study conducted was the analysis of event logs by information security analysts and 
a cybercrime investigation system. For information security analysts, it took an average of 145.28 seconds 
to analyze this type of attack, and the analysis time by the cybercrime investigation system was an average 
of 19.68 seconds.

The conducted experiment determined that the cybercrime investigation system can reduce the ana- 
lysis time by approximately 7 times on average and can detect requests for which detection rules were not 
previously developed.
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6.7.5 ANALYSIS OF THE EFFECTIVENESS OF INFORMATION SECURITY EVENT DETECTION BY A 
CYBERCRIME INVESTIGATION SYSTEM FOR INFORMATION SYSTEMS INFRASTRUCTURE 
COMPONENTS

The experiments described in the previous sections prove that the cybercrime investigation system 
for information systems infrastructure components can generally detect anomalies faster and analyze 
cybercrimes faster. To analyze whether the developed system is more effective compared to the SIEM sys-
tem and whether the reduction in time affects the percentage of detected attacks, a series of experiments 
were conducted. For this, the Wazuh SIEM system and the cybercrime investigation system were provided 
with 5000 event log records containing 843 malicious records for analysis. The experimental results are 
presented in Fig. 6.17.
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 Fig. 6.17 Analysis of the effectiveness of information security event detection by the cybercrime 
investigation system for components of the information systems infrastructure

The SIEM system identified 593 suspicious events from the analyzed event logs. 654 anomalies were 
detected by the cybercrime investigation system. Both systems were unable to accurately detect all mali-
cious entries in the event logs, which indicates the need for further training of the Isolation Forest model for 
the cybercrime investigation system. However, given the results of the experiments, it is worth noting that 
the cybercrime investigation system does not reduce the percentage of detected cyberattacks.
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The proposed improved algorithm for determining and transmitting node hosts in the Blockchain sys-
tem significantly increases the overall adaptability of the network to external attacks on information activity 
objects and their telecommunication networks. Floating hosts allow the system to automatically close ports 
during scanning, making it difficult for attackers to access the system. This provides a more effective re-
sponse to scanning-type attacks, reducing the ability of attackers to obtain information about the network 
and, accordingly, increasing the overall level of network protection.

The study shows that GPT models not only accurately determine the type of cybercrime, but also pro-
vide rapid detection of cyberattacks on information activity objects and their telecommunication networks. 
The use of a centralized solution for processing various types of event logs allows for effective analysis and 
tracking of security events. This ensures rapid detection and response to threats, increasing the overall 
level of security of networks, server and service infrastructure of information systems. GPT 4.0 demon-
strates improved performance in processing and detecting various types of attacks compared to GPT 3.5. 
For example, for attacks with vulnerability scanning and using CVE-2021-44228, GPT 4.0 analyzes event logs 
up to 29.71 % and 15.47 % faster, respectively. This indicates that GPT 4.0 is a more effective tool for ana-
lyzing complex types of attacks, providing faster response times and improving the overall level of security.

The developed method for collecting event logs from decoys based on Blockchain provides high fault 
tolerance and reliability of logs, which is critical for protecting information activity objects and their tele-
communication networks. Each transaction or record in the block is confirmed by network participants, 
which prevents unauthorized editing of information. This allows to create a reliable attack data storage 
system that provides a high degree of security and reliability of the collected information.

The developed model of a dynamic system of active traps based on software decoys using Blockchain 
technology increases the effectiveness of protection of information activity objects and their telecommuni-
cation networks. This model integrates decentralized and automatically updated attributes of traps, which 
increases the effectiveness of network protection. It allows reducing the load on the network infrastructure 
and the response time of services during an attack by up to 54 %, which significantly increases the channel 
bandwidth and data transfer speed during external attacks.

The model of the cybercrime investigation system using the DevSecOps approach and AI models takes 
into account the principles of “Security by Default” and “Security by Design” to protect information activity 
objects and their telecommunications networks. It uses the TLS 1.2 algorithm for data transmission and 
data masking functionality for collected information. The GPT model helps analysts process cybercrimes 
faster, reducing the time for investigation and determining the root cause. Although the results of GPT 
should not be the only source for decision-making, they significantly facilitate and accelerate the process of  
analyzing cybercrimes.

The developed mathematical description of the calculation of dynamic attributes of software decoys 
takes into account the dynamic and translocation capabilities of the Solana Blockchain, which is important 

CONCLUSIONS
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for ensuring the protection of information activity objects and their telecommunications networks. This 
makes it possible to model and optimize the distribution of network resources, which increased the ef-
fectiveness of protection and ensured a quick response of services during external attacks. The improved 
mathematical description improves the response time of services to DDoS attacks, for example: MSQL up  
to 34 %, NGNIX up to 16 %, APACHE up to 1 %, vsFTPd up to 13 %. This provides more effective protection 
and quick recovery of services after attacks.

The developed method of using software decoys based on Blockchain increases the resources needed 
by an attacker to carry out an attack on information activity objects and their telecommunication networks, 
in particular the power of computers and servers, as well as physical time. This increases the response time 
of cybersecurity specialists, allowing them to more effectively counter attacks and providing additional time 
to take protective measures.

The use of a dynamic system of software decoys based on Blockchain increases the effectiveness 
of protecting information activity objects and their telecommunication networks from sniffer attacks,  
DDoS attacks and stores information about attacks on the Blockchain platform. The method includes RSA 
2048-bit encryption, which cannot be decoded without the appropriate key, which provides protection of the 
communication channel and prevents data leakage due to interception. An experiment with a sniffer attack 
on the developed model shows that the intercepted data cannot be decrypted.

The use of dynamic software decoys based on Blockchain demonstrates better performance compared 
to static and other dynamic analogues in protecting information activity objects and their telecommunica-
tion networks. The average throughput rate of hosts is up to 204 % higher, and the indicators of stability and 
response speed of services during attacks fluctuate within 15 %. This provides an advantage in protecting 
a computer network, increasing the overall level of security.

An analysis of the system’s response to typical attacks, such as injections, attacks using vulnerability 
scanners, attacks on application logic and Directory Traversal on information activity objects and their 
telecommunication networks, is conducted. The proposed system detects known attacks 31 % faster and 
is able to detect unknown attacks thanks to training the Isolation Forest model. The time for analyzing 
cybercrimes is significantly reduced thanks to the use of the GPT model, which provides an effective and 
fast response to threats. On average, during the experiments, it is found that the time for analyzing known 
attacks on information systems (injection attacks, vulnerability scanning, and Directory Traversal attacks) 
has decreased by up to 60 %, and for anomalies that violate the logic of the application by up to 7 times.
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