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v

The high dynamism of the development of social processes and phenomena determines the 
formation of a new system of the worldview of mankind, the modification (change) of the hierarchy 
of needs and values, and challenges to the pace and quality of development.

Solving complex problems associated with meeting the requirements of our time requires the 
use of innovative scientific approaches. Today, the use of modern intellectual technologies, such 
as neural networks, deep learning, and artificial intelligence, is a prerequisite for the proactive 
deve lopment of all spheres of human activity: medicine, technology, business, environmental pro-
tection, education, transport and communication, etc. Thus, the intellectualization of technical and 
managerial systems can be considered one of the key foundations of the new paradigm of science 
and technology. The phrase "artificial intelligence systems" today is understandable to everyone.  
The context of this term is associated with such concepts as robotics, forecasting, processing of 
large information flows, expert systems, diagnostics, smart home or smart tools projects, cyber-
physical space and cyberphysical systems, computer translation, etc.

There is a positive dynamics in the development and implementation of artificial intelligence ele-
ments in most types of software: mobile applications, information systems, electronic devices, etc.

This process of "intellectualization" allows us to talk about a gradual increase in the intelligence 
of modern computer systems capable of performing functions that are traditionally considered 
intellectual: understanding language, logical inference, using the accumulated knowledge, learning, 
pattern recognition, as well as learning and explaining their decisions.

The monograph provides methods for training artificial neural networks that have an adaptive 
structure and can evolve. They are set out in a separate section in the study. These methods are 
used by the authors in further studies to reduce errors that accumulate during the solution of 
optimization problems.

A separate section presents the issue of self-organization of information networks, using arti-
ficial intelligence methods. This study is aimed at solving the scientific and applied problem in terms 
of increasing the efficiency of self-organization of information networks at the first four levels of 
the model of interaction of open systems.

Separate sections include issues of evaluation and management of organizational and technical 
systems. These methods are based on metaheuristic algorithms. Assessment of the state of orga-
nizational and technical systems makes it possible to determine their state, taking into account the 
type of uncertainty about the available information, about their state, and in the future to develop 
adequate and reliable management decisions, taking into account the noise (distortion) of the data 
circulating in the organizational and technical system

The authors' research is supported by appropriate analytical expressions, graphic dependen-
cies, and table values.

abstract
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The monograph will be useful for researchers involved in solving optimization problems, using 
the theory of artificial intelligence, and developing new (improving existing) approaches to solving 
complex technical problems in various fields of human activity.

The monograph is also useful for practitioners – designers, developers implementing modern 
solutions in the field of information technology, engaged in the development of information, infor-
mation and analytical, as well as automated systems to create new schemes and algorithms, their 
adaptation to non-stereotypical conditions of use, including for the implementation of artificial 
intelligence methods in the conditions of autonomous work, limitation of computing resources, 
remote control, etc.

Keywords
Intelligent systems, decision support systems, artificial intelligence, artificial neural networks.
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adaptation to non-stereotypical conditions of use, including for the implementation of artificial 
intelligence methods in the conditions of autonomous work, limitation of computing resources, 
remote control, etc.
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1

Introduction

The high dynamism of the development of social processes and phenomena determines the 
formation of a new system of the worldview of mankind, the modification (change) of the hierarchy 
of needs and values, and challenges to the pace and quality of development.

Solving complex problems associated with meeting the requirements of our time requires the 
use of innovative scientific approaches. Today, the use of modern intellectual technologies, such 
as neural networks, deep learning, and artificial intelligence, is a prerequisite for the proactive 
deve lopment of all spheres of human activity: medicine, technology, business, environmental pro-
tection, education, transport and communication, etc. Thus, the intellectualization of technical and 
managerial systems can be considered one of the key foundations of the new paradigm of science 
and technology. The phrase "artificial intelligence systems" today is understandable to everyone.  
The context of this term is associated with such concepts as robotics, forecasting, processing of 
large information flows, expert systems, diagnostics, smart home or smart tools projects, cyber-
physical space and cyberphysical systems, computer translation, etc.

There is a positive dynamics in the development and implementation of artificial intelligence ele-
ments in most types of software: mobile applications, information systems, electronic devices, etc.

This process of "intellectualization" allows us to talk about a gradual increase in the intelligence 
of modern computer systems capable of performing functions that are traditionally considered 
intellectual: understanding language, logical inference, using the accumulated knowledge, learning, 
pattern recognition, as well as learning and explaining their decisions.

In the first section of the monograph, a method of self-organization of information networks 
in conditions of destabilizing influences was proposed. The formalization of the task of managing 
the resources of the information network to the maximum bandwidth is carried out. In the context 
of this study, a comprehensive model of the functioning of information networks is proposed, as 
well as an algorithm for implementing the method of self-organization of information networks in 
conditions of destabilizing influences.

In the second section, the development of control methods based on bioinspired algorithms 
was carried out. The proposed methods are based on canonical bioinspired algorithms such as the 
flying squirrel algorithm, the goose flock algorithm, and the snake flock algorithm. The effectiveness 
of the proposed bioinspired algorithms was simulated, as well as their comparison with known ones.

The third section is the development of methods for assessing the state of complex technical 
systems using the theory of artificial intelligence. In this study, the following swarm algorithms 
were used as the basic ones: a flock of bats algorithm, an invasive weed algorithm, a flock of fish 
algorithm, as well as a flock of frogs algorithm. The advantages and disadvantages of each approach 
are determined, and the indicators for assessing the effectiveness of these algorithms with the 
appropriate justification are determined.
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In the fourth section, the development of methods for training artificial neural networks of 
intelligent decision support systems was investigated. A method for training artificial neural net-
works, with evolving architecture, a method for training artificial neural networks Kohonen, with 
evolving architecture, as well as a method for training cascading artificial neural networks, with 
evolving architecture are proposed. The effectiveness of the proposed methods was evaluated, and 
their advantages and disadvantages were determined.

The fifth section of the monograph presents a scientific and methodological apparatus for 
increasing the efficiency of information processing using artificial intelligence. A mathematical for-
mulation of the research problem was carried out with the help of a pack of wolves. A mathematical 
model of parametric optimization was developed based on an improved algorithm of fireflies in 
special-purpose information systems. The following scientific results were developed: a method of 
parametric optimization based on an improved algorithm of a pack of wolves; a method of para-
metric evaluation of the control object based on an improved firefly algorithm; methods of finding 
solutions using an improved locust flock algorithm; method of finding solutions using an improved 
algorithm for emperor penguins. The effectiveness of the proposed scientific results was evalu-
ated, and the advantages and disadvantages of the proposed scientific results were determined.
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abstract

In this chapter of the research, a method of self-organization of information networks in conditions 
of destabilizing influences is proposed. The basis of this research is the theory of artificial intelligence, 
namely evolving artificial neural networks, basic genetic algorithm procedures and bio-inspired algorithms.

In the course of the research, the authors proposed:
– mathematical model of information conflict of information networks. The advantages of the spe-

cified model are due to take into account a greater number of destabilizing factors, compared to the 
known ones. The model takes into account in the complex deliberate interference of an additive and 
multiplicative nature, destabilizing factors due to the presence of cyber attacks;

– the method of self-organization of special purpose information networks. The novelty of the me-
thod consists in the use of additional and improved procedures that allow: to take into account the type 
of uncertainty and noisy data; to implement adaptive strategies for finding food sources; to combine in-
dividual swarm search strategies into a single strategy; to take into account the presence of a predator 
while choosing food sources; to take into account the available computing resources of the system while 
implementing self-organization of information networks; to change the search area by individual agents of 
the combined algorithm swarm; to change the speed of movement of agents of the combined algorithm 
swarm; to take into account the priority of searching for swarm agents of the combined algorithm; to car-
ry out the initial display of individuals of the flock of the combined algorithm, to take into account the type 
of uncertainty; to carry out accurate training of individuals of the flock of the combined algorithm; to de-
termine the best individuals of the flock of the combined algorithm using an advanced genetic algorithm;

– improved method of complex management of information network resources. The specified 
method allows: to determine the influence of destabilizing factors on the information network, to de-
scribe the information network of different architecture.

KEYWORDS

Information networks, self-organization, multi-agent systems, information conflict, reliability  
and adequacy.

DOI: 10.15587/978-617-8360-04-7.CH1

Olexander Litvinenko, Svitlana Kashkevich, Andrii Shyshatskyi,  
Oksana Dmytriieva, Serhii Neronov, Ganna Plekhova 

© The Author(s) 2024. This is an Open Access chapter distributed under the terms of the CC BY-NC-ND license

The method of self-organization of information 
networks in the conditions of destabilizing influences
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1.1 Complex model of functioning of information networks

Currently, the method of the theory of information conflicts in the technical field is being 
formed as a natural development and synthesis of previously disconnected theories of electronic 
warfare (EW) and information security.

It should be noted that the concept of "information conflict" was introduced quite a long time 
ago to research the processes of antagonistic interaction of information networks associated with 
a violation of the availability, integrity and confidentiality of information [1].

In the majority of works on information conflict, it is considered in the context of the use of 
radio-electronic countermeasures in order to disrupt the functions of information support [1–4].

In general, an information conflict is characterized by its inherent hierarchical structure, cor-
responding to different levels of extracted (necessary) information and, accordingly, levels of ex-
traction, collection and generalization of data about the conflicting parties. The network architec-
ture of modern information networks is based on the seven-level model of the interaction of open 
systems OSI (The Open Systems Interconnection model), which provides for the independence of 
management functions by level [5–10].

A lower physical level of information conflict is the opposition of radio-electronic systems 
with their purposeful use of various types of electromagnetic radiation and effects on physical 
infrastructure in the interests of obtaining primary information about the characteristics and con-
dition of the main objects of the opposite party or/and preventing the possibility of receiving such 
information by the other party [1].

At the same time, as shown in works [1–29], there is currently a retreat of the information 
conflict into the global telecommunications space. Available works [2–14] in the part of informa-
tional conflict within the framework of the duel "informational and management system – system of 
destabilizing influences", as a rule, consider the conflict at one level of functioning of these systems. 
At the same time, in the works [1, 3, 7, 13] it is noted that the information conflict has a complex 
hierarchical nature and can consist of many duel-game situations at different levels of the hierarchy.

The works [1, 2] present the development of the information conflict model in the direction of 
increasing the "multilevel" of the conflict and its alignment with the OSI model. These works suggest, 
together with the "classical" information conflict, to take into account new methods of influence 
due to the decomposition of the information conflict of information networks into separate conflict 
situations at each of the levels of the OSI model.

Thus, the new conceptual approach to information conflict modeling proposed in works [1, 2], 
on the one hand, organically develops existing works [3, 5, 11] in the part of multi-level information 
conflict of information networks and on the other hand, formalizes conflict interaction according  
to levels of the OSI reference model.

This conceptual model is a reference model of the interaction of conflicting systems CSI (Conflict 
System Interconnection Reference Model) formalizes objects and general approaches to the de-
scription of local information conflicts in information networks at each of the levels of the OSI model.
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At the same time, taking into account the great contribution of these works to the develop-
ment of the theory of the conflict of information networks and destabilizing factors, the following 
questions remain unresolved:

– the description of the conflict of information networks and destabilizing factors is limited to 
only one (several) levels without describing its specified impact on other levels of the OSI model;

– the time for collecting, processing and summarizing information for making management 
decisions by the information management system is not taken into account;

– a priori uncertainty about devices of destructive influence is not taken into account;
– the degree of data noise is not taken into account.
This fact determines the relevance of the conducted research. The generalized expression of 

the mathematical model of the information conflict of information networks under conditions of 
destabilizing influences is presented in expression (1.1):

∀ ∈{ } = ( ) −( )t T S s F s X U A Y Qt i
t

i i i
t

i i i i i i i1 1
1,..., ,... , , , , , , ,,ϕ Π Ω NN M ii i i i, , , ,( )( )( ) ⋅( ) ⋅{ =ι χ 17 (1.1)

where S is a multidimensional time series; S s s st
t t

N
t= ( )( ) ( ) ( )

1 2, ,...,  is a time slice of the state of the 
information network is presented in the form of a multidimensional time series at the t-th moment 
of time; sj

t( ) is the value of the j-th component of the multidimensional time series at the t-th mo-
ment of time; Lj

i  is the maximum value of the time delay of the i-th component relative to the j-th;  
jij is the operator for taking into account the interaction between the i-th and j-th components 
of the multidimensional time series; Fi is the transformation for obtaining s(t), i = 1,…, N;  
N is the number of components of a multidimensional time series; ι is the operator for taking 
into account the degree of awareness of the devices of information influence on the information 
network; χ is the operator for taking into account the degree of noise of data on the state of the 
information network.

From the expression (1.1), it is possible to conclude that the expression allows to describe 
the processes in the information network taking into account time delays. Delays are necessary 
for the collection, processing and generalization of information. An expression (1.1) also takes into 
account the degree of awareness of the devices of information influence and data noise, describes 
processes that have both quantitative and qualitative units of measurement.

Let's describe all the components of expression (1.1) in detail. Each l-th level of the informa-
tion network solves its functional tasks. At the same time, the level itself is formed by a set of 
functio nally interacting protocols Π l l= π



, which function in the parametric space of the environ-
ment X R Vl l l l= × ×χ , where χ χ π π πl l l l l lR R V V= = =, , ,, , .

  

   Accordingly, each level has its 
own specific parameters of the natural environment χ l , resources Rl, and influences Vl . At the  
same time, the effectiveness of the functioning of the lower levels directly determines the effec-
tiveness of the functioning of the higher levels.

The information network consists of 7 levels that correspond to the OSI model, and each 
of the levels corresponds to its own set of protocols. Taking into account the formal description  
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of the protocol presented above, each level of the model in the hierarchical model of the informa-
tion network will be described by the following parameters and mappings:

1. Input parameters of the l-th level: a set of generalized parameters of the environ-
ment X R Vl l l l= × ×χ , where χ χ π π πl l l l l lR R V V= = =, , ,, ,

  

   in which a number of protocols 
Π l l= π


 function on the l-th level, which include: a set of parameters of the natural environment 
of the l-th level χ χ χl l ⊆( ); a set of information network resources of the l-th level R R Rl l ⊆( ); 
a set of destructive influences Vl , which are implemented by the system of destructive influences 
on the l-th level and affecting the functioning of protocols Π l l= π



; a multitude of govern-
ing influences U U T U Ul l l= < × > ⊆( ){ },π  on protocols Π l  from the information network at the  
l-th level; a set of time points of the functioning of the information network T.

2. Transformations defining the general dynamic model of the l-th level of the information network:
– a set of algorithms Al of the protocols Π l  at the l-th level of the information network:

A Al l
l

= , ;π
Π


 (1.2)

– a set of parameters Ω l of the algorithms Al of protocols at the l-th level of the informa-
tion network:

Ω Ω
Π

l l
l

= , ;π

 (1.3)

– an expression ψ l, which describes the change of states sl of l-th level of the information network:

s s t t S X U Al l l l l l l= { } = { } { }( )π πψ πΘ Θ0, , , , , , , ,


; (1.4)

– at the same time, the state of the l-th level is defined as the union of the set of states of all 
protocols of this level { }sπ  and the state of functional-structural connections between protocols Θ l;

– transformation fl, which determines the initial indicators of service quality Ql , which provide 
protocols Π l  at the l-th level of functioning:

Q f t s X U Al l l l l l= ( ), , , , ;  (1.5)

– transformation γ l , which defines the output parameters Yl  of the protocols Π l at the l-th level:

Y t s X U Al l l l l l= ( )γ , , , , ;  (1.6)

– transformation ϕ l , which defines the parametric set of the environment Xl +1 functioning of 
higher level protocols Π l :

X s t X U Al l l l l+ = ( )1 ϕ π, , , , . (1.7)
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3. Output parameters: a set of output parameters of the l-th level Yl : a set of service quality 
indicators Ql, which are provided at the l-th level of functioning; a set of environment parameters 
for the functioning of higher-level protocols Xl +1; surveillance channel N N Y Ql l l N l N= = < × >, , ,π

 
on the part of the information network in the interests of making decisions on the management 
of the information network; surveillance channel M N Y Ql l l M l M= = < × >, , ,π

 from the side of 
the system of destabilizing influences in the interests of making decisions about the expedient 
application of influences Vl .

Taking into account the above, the hierarchical model of the information network as a set of 
levels of the OSI model will be determined by the following parameters and transformations:

1. Input parameters of the information network: a set of generalized parameters of the envi-
ronment X Xl=



, which include: a set of parameters of the natural environment set χ χ= l

  
of information network resources R Rl=



; multiple influences V Vl=


 implemented by the sys-
tem of destabilizing influences at l-th levels of functioning; a set of controlling influences U Ul=



 
from the side of the information network at the l-th levels of functioning; the set of time points of  
the functioning of T.

2. Transformations defining the dynamic model of the information network:
– a set of algorithms A of the information network:

A Al=


;  (1.8)

– the set of parameters Ω of algorithms A of the information network:

Ω Ω= l

;  (1.9)

– the set of P protocols of the information network:

Π Π= l

;  (1.10)

– the set ψ specifying the change of states S of the information network:

S S t t S X U A Z E Kl l= { } = { }( )Θ Λ Θψ 0, , , , , , , , , , ;


, (1.11)

where Z zi= { } is a set of information network elements; E ei= { } is a set of channel-forming 
devices in the information network; K kij= { } is a set of channels connecting nodal elements of the 
information network;

– a set of transformations f that determine the initial indicators of the quality of service Q of 
the information network:

Q f t S X U A f f Q Ql l= ( ) = =, , , , , , ;
 

 (1.12)
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– a set of transformations g that determine the initial parameters Y of the information network:

Y t S X U A Y Yl l= ( ) = =γ γ γ, , , , , , ;  
 

 (1.13)

– a set of transformations j that determine the hierarchical relationships between the levels 
of the information network:

ϕ ϕ= l

. (1.14)

In fact, the set of transformations j determines the difference between this model and the 
classic OSI model, which does not explicitly specify inter-level relationships.

3. Output parameters: a set of output parameters of the information network Y; final output 
parameters of the information network Y7; a set of service quality indicators Q of the information 
network; surveillance channel N N Y Ql N N= = < × >



 on the part of the information network  
in the interests of making decisions on the management of the information network; surveillance 
channel M M Y Ql M M= = < × >



 from the side of the system of destabilizing influences in the 
interests of decision making regarding the application of multi-level influences V.

In the general case, the processes of functioning of the information network are given by trans-
formations (1.10)–(1.14). The basis of the information network is a spatially distributed transport 
network, the state of its elements determines the state S of the information network as a whole:

S t t S X U A Z E Kl= { }( )ψ 0, , , , , , , , , , ,Λ Θ  (1.15)

where E ei= { } is a set of channel-forming devices installed on the nodal elements of the informa-
tion network, while each devices supports a set of protocols π i , so ei i= < >{ }π ; Z zi= { } is a set 
of nodal elements of the network, each nodal element contains a set of channel-forming devices ei, 
so z e ki i i ij= < >{ },{ },{ }π ; K kij= { } is a set of communication channels connecting nodal elements 
of the information network; Λ is the distribution matrix of information flows between subscribers 
and nodal elements of the information network (attraction matrix).

The Z×K parameters actually set the graph of the information network and individual ac-
tions Vl,π due to malfunctioning or blocking of the protocols used in the communication channel 
k z z e eij i j i j l k= < >, , , , ,π , as well as in the node z e ki i i ij= < >{ },{ },{ }π , lead to a change in topology.

The process of functioning of the information network is determined by the transformation 
γ : , , , ,< > →t S X U A Y , given by expression (1.13).

In the process of functioning of the information network, messages Y7 are delivered with quality 
indicators Q corresponding to the intended purpose of the information network depending on its 
current state S and the set of input influences X and management U.

The quality of performance of the functions according to the target purpose of the information 
network is determined by Q indicators, which depend on the set of used protocols P, which function  
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according to algorithms A and their parameters Ω, and also depend on the parameters of the 
environment X R V= × ×χ .

The information network functions effectively if its quality indicators are of the upper (applied) 
level Q7, obtained as a result of convolution Q Q Q Qi1 2 7→ → → → →... ... , have a value not lower 
than the required value, so the criterion is fulfilled:

∀ ≥{ } ∈q q Qneces
7 7 7. (1.16)

At the same time, the four lower levels are of particular importance: physical, channel, network 
and transport, which correspond to the telecommunications equipment of the information net-
work and are more vulnerable to intentional influences. Therefore, as a special case, it is possible  
to consider the information network as a spatially distributed transport network limited by the four 
lower levels of OSI. In this case, criterion (1.15) can be represented as:

∀ ≥{ } ∈q q Qneces
4 4 4. (1.17)

Let's consider information conflict in more detail by levels of influence:
a) impact only on the physical level (for example, RES);
b) influence only at the network level (for example, DDOS attacks);
c) assessment of the effects of single-level influence on the physical level (for example, the 

effects of RES lead to a loss of reliability of reception, which cannot be corrected by protocols of 
the physical and channel level, but due to rerouting at the network level, the effects of the influence 
are corrected);

d) multi-level complex influence (by analogy with the previous case, only the additional use of 
information influence at the network level leads to unstable functioning of routing protocols and the 
delivery of packets is impossible).

At the same time, the most likely scenario is the use of non-critical dynamic actions at the lower 
levels Q V Q neces

1 1 1( ) >( ), the effect of which is reflected on higher levels V X Y X1 1 1 1 2 2→ → → → → →( )Π Π ... 
V X Y X1 1 1 1 2 2→ → → → → →( )Π Π ...  and brings the information network into an extremely stable state.

As it is shown in work [18], the effectiveness of managing a multi-level system, which is an 
information network, depends on the relationship between the global and local aims of functioning 
at each of the levels. In this regard, inter-level inconsistency (conflict) between locally adopted 
decisions may arise. In general, two types of conflicts arise in a multi-level system [18]: inter-level 
and intra-level.

As shown above, an information network is effective if its quality indicators are of the upper 
(applied) level Q7, obtained as a result of convolution Q Q Q Qi1 2 7→ → → → →... ... , have a value 
not lower than the required value, that is, the criterion ∀ ≥ ∈{ }q q Qneces

7 7 7 is fulfilled.
By analogy, it is possible to introduce the concept of effective functioning conditions – con-

ditions X X X R Vef l l l l l= = < × × >( )χ


, which in the management of the information network 
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U Ul=


 ensure the fulfillment of the functioning efficiency criterion ∀ ≥{ }q qneces
7 7 . The ex-

istence of such effective conditions determines areas of ineffective actions – that is, impacts 
V Vinef l=



, which under management U Ul=


 are not able to bring the information network 
beyond the limits of effective functioning, so Q U X V Qef inef

nonord, ( )( ) ≥ . In other words, the ef-
fective conditions of the functioning of the information network correspond to the condition of 
ineffective actions.

Currently, the classic principle of independence of the information network at different levels 
of its functioning is accepted in the OSI model. The classical principle of multi-level functioning 
according to the OSI model is based on two provisions:

1. Protocols of higher levels and their management system should ensure correction of ineffec-
tive initial parameters (initial conditions) of lower levels Y Yl inef l ef− →1 :

ϕ l l inef

l ef

l inef

Y
X

X

l

: ,− →






1

Π

 (1.18)

where Xl ef  corresponds to the case when protocols Π l  correct inefficient conditions of functioning 
of the previous level; Xl inef  – when they don't fix it.

Within X X X Xl inef l inef l ef l ef
l l

= =, ,,π π
Π Π
 

  the end X X Xl l ef l inef= .


2. Protocols Π l  at their level of functioning functionally independent of lower levels Π l −1 and 
must ensure the necessary efficiency of functioning:

f t s X U A Q Q Ql l l ef l l l l l
nonord

l

: , , , , .< > → ≥
Π

 (1.19)

An expression (1.18) allows to draw a conclusion that at first glance seems logical, if the 
initial parameters of the lower-level protocols are effective, then the operating conditions of the 
higher-level protocol are also effective:

Y Yl ef l ef− ⇒1 , (1.20)

from where, extending this conclusion to all levels of the information network, it is possible to 
obtain that the effective conditions of the l-th level are the cause of the effective conditions of all 
subsequent levels:

X Y Y X Yef ef l ef l ef ef1 1 1 7⇒ ⇒ ⇒ ⇒ ⇒ ⇒−... ... . (1.21)
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At the same time, it is known from practice that there are modes of operation of protocols 
that are ineffective, but at the same time the conditions of effective operation of the 1st level are 
observed. Thus, Corollary (1.21) does not hold. As a rule, the explanation of the existence of such 
conditions lies in the field of independence of the functional levels of the information network and, 
allegedly, the impossibility of forming separate conditions of the current level from the conditions 
of functioning of the previous level.

For the deliberate implementation of the above conditions of inefficient functioning of the 
information network, three basic options for influence can be proposed:

1) influence at a lower level Vi , which is inefficient at the i-th level (that is, does not lead to 
a decrease Q Qi i

nonord< ), but due to influence:

 V X Y X Yi inef i ef i ef j inef j inef→ → → → →...

to the higher j-th level of the information network forms its inefficient environment X j inef, which 
leads to a critical drop in the quality of functioning of this level;

2) a set of influences V Vi=


 at different levels which are individually ineffective, but due to their 
influence on higher levels creates ineffective environmental conditions X j inef at the highest j-th level:

X Y X Y X Y Xef ef i ef

V

i ef i ef

V

i ef

i inef i inef

1 1 1 1

1

→ → → → → → →−

↓

−

↓
−

... ... jj inef j inefY→ ;

3) single influence Vi  or a combination V Vi=


 of them at different levels, which lead to 
the emergence and development of intrasystem conflicts in the information network both within 
a separate level and between levels of functioning.

1.2 The method of self-organization of information networks in conditions of 
destabilizing influences

Optimization is a complex process of identifying multiple solutions for a variety of functions. 
Many calculation tasks today belong precisely to optimization tasks [1–3]. While solving optimiza-
tion tasks, decision variables are determined in such a way that information networks work at their 
best point (mode) based on the optimization criteria determined.

The problems of optimization of information networks are discontinuous, undifferentiated and 
also multimodal. Thus, it is impractical to use classical gradient deterministic algorithms [4–6] to 
solve the tasks of self-organization of information networks.

To overcome the shortcomings of classical optimization algorithms for solving problems of 
self-organization of information networks, a significant number of stochastic optimization algo-
rithms, known as metaheuristic algorithms, were created [7–9].
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Swarm intelligence algorithms (swarm algorithms) are one of the types of algorithms for 
stochastic optimization of information networks. Swarm intelligence algorithms are based on 
swarm movement and simulate interactions between the swarm and its environment to im-
prove knowledge of the environment, such as new food sources. The most famous swarm al-
gorithms are the particle swarm optimization algorithm, the artificial bee colony algorithm, the 
ant colony optimization algorithm, the wolf pack optimization algorithm and the sparrow flock  
algorithm [11–17].

Unfortunately, most of the basic metaheuristic algorithms mentioned above are not able to 
balance exploration and use, which leads to unsatisfactory performance for real tasks of self-orga-
nization of information networks.

This motivates the implementation of various strategies to improve the speed, convergence 
and accuracy of metaheuristic algorithms. One of the options for increasing the efficiency of deci-
sion making using metaheuristic algorithms is their combination, thus, adding the basic procedures 
of one algorithm to another.

Taking into account the above, an urgent scientific task is to develop a method of self-or-
ganization of information networks under the conditions of complex influence of destabilizing 
factors using artificial intelligence, which would allow to increase the efficiency of decisions 
made regarding the management of parameters of self-organization of information networks 
with a given reliability.

The analysis of works [9–21] showed that the common shortcomings of the above-mentioned 
researches are: the lack of the possibility of forming a hierarchical system of indicators regarding 
the process of self-organization of information networks; the lack of consideration of the computing 
resources of the system, which carry out the analysis of the process of self-organization of infor-
mation networks; lack of mechanisms for adjusting the system of indicators during the evaluation 
of the process of self-organization of information networks; the lack of consideration of the type 
of uncertainty and noise of data on the process of self-organization of information networks, which 
creates corresponding errors in assessing their real state; lack of mechanisms for deep learning 
of knowledge bases that characterize the process of self-organization of information networks; 
high computational complexity while calculating the process of self-organization of information 
networks; the lack of consideration of computing (hardware) resources available in the system that 
evaluates the process of self-organization of information networks; the absence of the possibility 
of determining the priority of finding a solution, in a certain direction, regarding the state of the 
process of self-organization of information networks.

The purpose of the research is to develop a method of self-organization of information net-
works under the conditions of complex influence of destabilizing factors. This will allow to increase 
the speed of assessment of the process of self-organization of information networks with a given 
reliability and the development of subsequent management decisions. This will make it possible  
to develop software for intelligent decision making support systems that analyze the state of 
complex dynamic objects.
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In order to detail the process of self-organization of information networks, it is possible  
to determine the parameters by which self-organization is carried out according to the levels of 
interaction of open systems (Table 1.1).

 Table 1.1 Approximate relationship between parameters and control variables according to the levels  
of the OSI model

OSI layer Management objects Main optimization parameters Controlling influence of the node

Physical A channel within the 
limits of connectivity 
with neighboring nodes

Bandwidth, channel transmission 
time, battery power consump-
tion, transmission power, etc.

Power (direction) of transmission, 
type of modulation, type of cor-
rection code, parameters, etc.

Channel Channels within 
connectivity with 
neighboring nodes

Bandwidth and transmission time 
in the channel, battery energy 
consumption, amount of service 
information, etc.

Channel level exchange algorithms: 
deterministic, random, hybrid; 
sizes of packages and receipts

Network One or more trans-
mission routes

The amount of service information, 
route parameters (time of con-
struction and existence, quantity, 
throughput, delivery time, battery 
energy consumption, etc.)

Network level exchange algo-
rithms: table, probe, hybrid, wave 
asymmetric, hierarchical, etc. 
Topology control algorithms

Transport Information direction 
of communication

Bandwidth, time and variation of 
its transmission in direction

Queue management algorithms. 
Overload window size, timeout 
time, etc.

Applied Node, neighbor nodes, 
network zone, entire 
network

Bandwidth, transmission time 
and time variation, battery 
energy consumption, transmis-
sion security

Algorithms (protocols) of applica-
tion-level information exchange, 
coordination and intellectualization 
by OSI levels

As can be seen from Table 1.1, the term self-organization of information networks mainly 
includes parameters 1–4 levels of interaction of open systems. Thus, in this study, let's consider 
the specified levels of interaction of open systems and the main parameters used in them.

The combined algorithm consists of three main steps (procedures): research, exploitation and 
transitional processes from research to exploitation. The method of self-organization of information 
networks in conditions of destabilizing factors consists of the following sequence of steps:

Step 1. Input of initial data. At this stage, the initial data available on the self-organizing infor-
mation network are entered.

Step 2. Exposure of individuals of the combined flock on the search plane.
All the listed individuals, namely hawks and coots, form a population of the combined algorithm, 

which can be modeled from a mathematical point of view using a matrix according to equation.  
The presentation of individuals of the combined algorithm is carried out taking into account the un-
certainty regarding the self-organizing information network and the initialization of the basic model 
of its state [2, 18, 20] (1.22):
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The main position of the flock of the combined algorithm is initialized at the beginning of the 
algorithm execution using equation (1.23):

x lb r ub lbi d d d d, ,= + ⋅ −( )  (1.23)

where X is the population matrix of individuals of the combined algorithm; Xi  is the i-th member of 
individuals of the combined algorithm (solution candidate); xi d,  is the d-th dimension in the search 
space (decision variable); N is the number of individuals of the combined algorithm; m is the number 
of decision variables; r is a random number in the interval [0,1]; lbd and ubd are the lower and upper 
bounds of the decision variables, respectively.

Since the position of each individual of the combined algorithm in the solution space of the task 
represents a solution to the problem, the value of the objective function can be estimated accord-
ingly for each individual of the combined algorithm. Accordingly, the set of estimated values for the 
objective function can be written according to equation (1.24):
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where F is the vector of the estimated objective function; Fi  is the estimated objective function 
based on the i-th member of the flock of the combined algorithm.

The estimated values of the objective function provide valuable information about the quality of 
the solution options proposed by the swarm members of the combined population. The best value 
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obtained for the objective function corresponds to the best member of the combined algorithm 
swarm (the best possible solution) and the worst value obtained for the objective function cor-
responds to the worst member of the combined algorithm swarm (the worst possible solution).

Since at each iteration the position of the swarm of individuals of the combined algorithm 
in the problem solution space is updated, the best member must also be updated based on the 
comparison of the updated values for the objective function. At the end of the algorithm implemen-
tation, the position of the best member of the flock of the combined algorithm, obtained during the 
iterations of the algorithm, is presented as a solution to the task.

Step 3. Numbering of individuals in the flock of the combined algorithm, i, i ∈[0, S]. At this 
stage, each individual of the flock of the combined algorithm is assigned a serial number.

Step 4. Determination of the initial speed of individuals of the flock of the combined algorithm. The 
initial speed v0 of each individual of the combined algorithm is determined by the following expression:

v v v vi S= ( )1 2, ... , v vi = 0. (1.25)

In the planning of the proposed approach of the combined algorithm, the position of the popu-
lation members in the problem-solving space is updated based on the simulation of the hunting 
strategy of the individuals of the combined flock in the wild.

Step 5. Preliminary assessment of the search (feeding) area by individuals of the combined 
flock. The diet of individuals of a combined flock is diverse, for a flock of hawks it is food of animal 
origin and for a flock of coots it is precisely food of plant origin. they eat hares, birds. Therefore, it 
is advisable to sort the quality of food. The choice of the place of feeding is carried out taking into 
account the degree of noise of the initial data, which is proposed in the work [46].

Step 6. Classification of food sources for combined swarm agents.
The location of the best food source (minimum suitability) is considered to be hares for hawk 

agents, small fish for coot agents (FSht), locations from the next three food sources are small birds 
(hawk agents), duckweed (coot agents) (FSat) and the rest are considered regular food (FSnt):

FSht = FS(sorte_index(1)), (1.26)

FSat(1:3) = FS(sorte_index(2:4)), (1.27)

FSnt(1:NP-4) = FS(sorte_index(5: NP)). (1.28)

Step 7. Sorting the best individuals of the flock of the combined algorithm. The selection of 
the best individuals of the flock of the combined algorithm is carried out using the improved ge-
netic algorithm proposed in work [23]. While searching for food, the strongest individuals of the 
combined algorithm flock with the largest sizes direct another individual from the combined flock 
in the group to search for food. This search behavior of combined swarm agents leads to different 
scanning areas of the search space, which improves the research ability of agents in global search.
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Steps 1–7, 10–15 are common to all individuals of the combined algorithm. The remaining 
procedures are unique for each of the swarm optimization algorithms.

Step 8. Procedure for optimizing a flock of hawk agents.
Step 8.1. Execution of the intelligence procedure of the algorithm of a flock of hawk agents.
The formula for updating the hawks' position at this stage is as follows:

X t
X t r X t r X t q

X t X t

vip vip

prey m

+( ) =
( ) − ( ) − ( ) ≥

( ) − ( )(1
2 0 51 2· , . ;| |

))− + −( )( ) <





 , . ,r LB r UB LB q3 4 0 5
 (1.29)

where X(t) and X(t+1) represent the position vector of hawk agents in the current and next iter-
ations; t represents the current number of iterations; Xprey is the position of the sacrifice, which is 
also considered the optimal solution; Xvip(t) is the position vector of a random individual from a flock 
of hawk agents in the current population; r1, r2, r3, r4 and q are random numbers between [0, 1];  
LB and UB are the lower and upper limits of variables; Xm(t) is the average position of all hawk 
agents in the population, which is calculated as follows:

X t
N

X tm i
i

N

( ) = ( )
=
∑1

1

, (1.30)

where N is the size of the population; X ti ( ) is the vector of the current position of the i-th hawk 
agent from the flock.

Step 8.2. Research phase for the hawk-agent swarm algorithm.
In the algorithm, the escape energy of the victim E causes the algorithm to switch between 

global exploration and local exploitation phases. The energy of the prey gradually decreases during 
the escape process, which can be simulated as in equation (1.31):

E E
T t

T
=

−





2 0 , (1.31)

where E0 is a random number between [1, 1] representing the initial energy state of the prey,  
T is the maximum number of iterations. When E ≥ 1, the hawk agent will continue to locate prey 
in the target area defined as the exploration phase. In the case of E < 1, the hawk agent will start 
hunting the prey found in the previous stage and enter the exploitation stage.

In the operation phase, there are four possible strategies, including soft siege, hard siege, 
soft siege with gradual rapid dives and hard siege with gradual rapid dives to simulate the pro-
cess of a hawk attacking its prey. r represents the probability of whether the victim will be 
able to escape the danger before a hawk attack, which is a random number between [0, 1].  
If r < 0.5 means that the prey successfully passed through the dangerous situation, r ≥ 0 5.  means 
a case of unsuccessful escape. Different combinations of r-value and escape energy E correspond 
to different hunting strategies. When E < 0 5. , a tough siege is being carried out. Otherwise,  
a soft siege is conducted.
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Step 8.3. Execution of a soft siege strategy by individuals from a flock of hawk agents.
A soft siege is performed when r ≥ 0 5.  and E ≥ 0 5. . At this stage, the position of the hawk 

agent is updated as follows:

X t X t E JX t X tprey+( ) = ( ) − ( ) − ( )1 ∆ , (1.32)

∆X t X t X tprey( ) = ( ) − ( ), (1.33)

J r= −( )2 1 5 , (1.34)

where ΔX(t) is the distance between the position of the hawk agent and the victim; r5 is a random 
number between [0, 1]; J is a random prey jump intensity.

Step 8.4. Execution of a strategy of hard siege by hawk agents.
A hawk agent will take a tough siege when r ≥ 0 5.  and E < 0 5. . The mathematical description 

of such behavior can be presented as follows:

X t X t E X tprey+( ) = ( ) − ( )1 | |.∆  (1.35)

Step 8.5. Executing a soft siege strategy with gradual rapid dives for a flock of hawk agents.
When r < 0,5 and E ≥ 0 5. , the hawk agent will take a soft siege with gradual rapid dives. 

Levi's flight is integrated into the search procedure of the hawk flock algorithm and the mathema-
tical model of the behavior described above is as follows:

Y X t E JX t X tprey prey= ( ) − ( ) − ( ) , (1.36)

Z Y S LF D= + × ( ), (1.37)

X t
Y

Z

Y F F X t

Z F F X t
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( )
( )







< ( )( )
< ( )( )1

,

,

;

,

if 

if 
 (1.38)

where D is the dimension of the problem; S is a random vector whose size is 1× D; F(⋅) is the 
objective function.

Only the best position between Y and Z is selected as the next position. LF(⋅) is the Levy flight 
function, which is calculated as follows:

LF x
u

v
( ) = ×

×
=

+( ) × 



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where u and v are two random numbers between [0, 1]; β is a constant with a fixed value of 1.5; 
Γ(⋅) is the gamma function.

Step 8.6. Execution of a hard siege strategy of hawk agents with gradual rapid dives.
When r < 0.5 and E < 0 5. , the hawk agent will perform a tight siege to get close to the prey 

and then launch a surprise attack. The mathematical model of this behavior is written as follows:

Y X t E JX t X tprey prey m= ( ) − ( ) − ( ) , (1.40)

Z Y S LF D= + × ( ), (1.41)

X t
Y

Z

Y F F X t

Z F F X t
+( ) =

( )
( )







< ( )( )
< ( )( )1

,

,

;

,

if 

if 
 (1.42)

where Xm(t) is calculated using equation (1.30). Only the best position between Y and Z is selected 
as the next position.

Step 9. Execution of the coot herd optimization algorithm.
Coot flock optimization is a population-based, gradient-free optimization method that simulates the 

collective behavior of American coots (a small waterfowl) on the water surface. This algorithm imple-
ments four different irregular and regular motions: random motion, chain motion, position adjustment 
based on group leaders and leader motion.

Coots usually live in a group and create a chain structure to move towards a target area (food). 
At the front of the flock are several coots, also known as flock leaders, who direct the direction and 
take responsibility for the entire flock. Therefore, according to the coot's habits, the original popu-
lation is divided into two parts: coot-leader and coot-follower. If N is the population size, then the 
number of coot leaders is calculated as a percentage of the total population equal to L and the other 
members (N – L) are considered coot followers. It is noted that all leaders are chosen randomly from 
the population. Then the mentioned four movements are performed.

Step 9.1. Random movement of coot agents.
At this stage, the random position Q is determined using equation (1.43). Coot followers move 

to this random position to explore different parts of the search domain:

Q D UB LB LB= ( ) ⋅ − +( )rand 1, , (1.43)

where D is the dimension of the problem; LB and UB are the lower and upper limits of the 
variables. The random motion gives the algorithm better global search efficiency and enhances  
the algorithm's ability to deviate from the local optimum. The new position of the coot is upda-
ted as follows:

X t X t A r Q X ti i i+( ) = ( ) + × × − ( )( )1 6 , (1.44)
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where X ti +( )1  is the position of the i-th follower in the next iteration t, r6 is a random number in 
the range [0, 1] and the parameter A is calculated according to equation (1.45):

A
t
T

= −1 , (1.45)

where t is the number of current iterations and T is the maximum number of iterations.
Step 9.2. Chain movement of coot agents.
In the algorithm of a flock of coot agents, the average position of two people is used to perform 

chain movements. The new position of the follower coot is calculated as follows:

X t X Xt ti i i+( ) = × +( ) ( )( )−1
1
2 1 , (1.46)

where X ti − ( )1  is the position of the (i–1)-th follower of the coot agent in the current iteration t.
Step 9.3. Position adjustment based on group leaders.
As a general rule, the whole group is led by one of the leaders of the group in front and all coots 

that remain must change their position based on the leaders and move towards them. However, 
a serious problem to be solved is that each coot must update its position according to the leader, 
using equation (1.47) designed to select the leader as follows:

k i L= + ( )1   mod , (1.47)

where i is the index of the current follower; L is the number of leaders; and k is the index number 
of the leader.

The next position of the coot follower based on the selected leader k is calculated using equa-
tion (1.48):

X t Leader X r R Leader X Xt t ti k k icos ,+( ) = + × × ( ) × −( )( ) ( ) ( )1 2 27 π  (1.48)

where Leader Xk(t) is the position of the selected leader; r7 is a random number in the inter-
val [0, 1] and R is a random number in the interval [–1, 1].

Step 9.4. Leadership movement of coot agents.
The group must be oriented to the optimal territory, so in some cases leaders have to leave 

the current optimal position in search of a better one. The formula for updating the leader's position 
is written as follows:

Leader X t

B r R gBest Leader X gBestt t

i

i

+( ) =

=
× × ( ) × −( ) +( ) ( )

1

28 cos π tt

t t t

r

B r R gBest Leader X gBesti

( )
( ) ( ) − (

<

× × ( ) × −( )
, . ;

cos

9

8

0 5

2 π )) ≥





 , . ,r9 0 5
 (1.49)
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In equation (1.49), gBest is the current optimal position; r8 and r9 are random numbers in the in-
terval [0, 1] and R is a random number in the interval [1, 1]. In r8 generates more significant stochas-
tic movement to help the algorithm eliminate local optimal solutions. Cos(2Rπ) is for finding the best 
person with different radius to get the top position. The value of B is calculated using equation (50):

B t
T

= − × 





2
1

, (1.50)

where t is the number of current iterations and T is the maximum number of iterations.
Step 10. Combining individual optimization algorithms into a mixed one.
To combine different types of natural optimization algorithms, an ensemble mutation strategy is 

used, which can generate various individuals to improve the global search capabilities of the hybrid 
algorithm, which is written as follows:

V
X F X X r C
X r Ci

R R R

i
1

1 1 2 3 10 1

10 1

=






+ × −( ) <
≥

, ;
, ,

 (1.51)
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 (1.52)

V
X F X X F X X r C
X r Ci

i R i R R

i
3

3 9 3 10 11 12 3

12 3

=






+ × −( ) + × −( ) <
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, ;
, ,

 (1.53)

where Vi1, Vi2 and Vi3 are newly generated mutant positions of the i-th search agent; R R1 11  are 
different integer indicators in the range [1, N]; F1, F2 and F3 are scale factors with values of 1.0, 
0.8, and 1.0, respectively; r r10 12  are random numbers in the range [0,1]. In addition, the pa-
rameters C1, C2 and C3 are equal to 0.1, 0.2 and 0.9, which indicates the speed of the crossover.

After generating candidate mutant positions Vi1, Vi2 and Vi3, the best position Vi with the lowest 
fitness value will be selected to compare with the fitness of the original position Xi and then the 
best position will be saved as a new Xi to participate in the next iteration calculation. These pro-
cesses can be described using equation (1.54):

X
V F V F X
Xi

i i i

i

=





( ) < ( ), ;

,
if
otherwise,

 (1.54)

where F(⋅) is the cost function.
Step 11. Checking the presence of predator agents of the combined flock. At this stage, agents 

check for predators. If there are predators, go to Step 12. If there are no predators, go to Step 11.
Step 12. Escape and struggle with predators of combined flock agents. The strategy of es-

caping and fighting these predators causes the combined algorithm agents to change their position 
near the position they are at. Simulating this natural behavior of the combined algorithm agents 
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improves the power of using the combined algorithm in local search in the problem-solving space 
around potential solutions. Since this process occurs near the position of each combined swarm 
agent, it is assumed that this range of agent position change occurs in a corresponding zone cen-
tered on each combined swarm agent with a certain radius. In the initial iterations of the algorithm, 
priority is given to a global search to identify the optimal region in the search space, the radius of 
this environment is considered variable. First, the highest value is set, and then it becomes smaller 
during the iterations of the algorithm. For this reason, local lower/upper bounds were used to create  
a variable radius with iteration of the algorithm. To model this phenomenon, a neighborhood is 
assumed around each agent of the combined swarm, which first randomly generates a new position 
in this neighborhood using (1.55) and (1.56). Then, if the value of the objective function improves, 
this new position replaces the previous position according to the work (1.57):

x x lb ub rand lbi j
P

i j local j
t

local j
t

local j
t

, , , , , ,3 = + + − ⋅( )( )  (1.55)
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
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3 3, ;
, ,else

 (1.57)

where Xi
P3  is the new generated position of the i-th agent of the combined flock; xi j

P
,
3  is the j-th 

size of the agent of the combined flock; Fi
P3  is the value of the objective function; t is the iterative 

circuit, lbj and ubj are the lower and upper limits of the j-th variable. lblocal j
t

,  and ublocal j
t

,  are the local 
lower and local upper limits admissible for the j-th variable, respectively, for simulating a local 
search in the neighborhood of candidate solutions.

Step 13. Checking the stop criterion. The algorithm terminates when the maximum number of 
iterations is completed. Otherwise, the behavior of generating new places and checking conditions 
is repeated.

Step 14. Training of the knowledge bases of agents of the combined flock. In this research, the 
learning method based on evolving artificial neural networks developed in the research [2] is used to 
train the knowledge bases of each agent of the combined swarm. The method is used to change the na-
ture of movement of each agent of the combined flock, for more accurate analysis results in the future.

Step 15. Determining the amount of necessary computing resources, intelligent decision-making  
support system.

In order to prevent looping of calculations on Steps 1–14 of the method and to increase the 
efficiency of calculations, the system load is additionally determined. When the specified threshold 
of computational complexity is exceeded, the amount of software and hardware resources that 
must be additionally involved is determined using the method proposed in the work [30].



22

Information and control systems: modelling and optimizations
CH

AP
TE

R 
 1

1.3 The method of managing the resources of information networks

Information network resources were understood management: spatial resource; time resource; 
frequency resource; a reserve of technical devices of the information network. The destabilizing fac-
tors include: deliberate obstacles; cyberattacks aimed at denial of service; fire damage to information 
network elements.

Information network was presented from the standpoint of graph theory in the form of a tree. 
At the same time, the root of the tree was matched with the control subsystem of the second  
level (I2, U2) and the vertices of this tree, which are at a distance of one edge from the root, are Q 
the control subsystem of the first level (I11, U11),…,(I1q, U1q),…,(I1Q, U1Q). Each subsystem includes 
a control (identification) block I and a block management U. Let's consider Q subsystems of the 
zero level, which are located from the root of the tree at a distance of two edges. These subsys-
tems represent interacting processes of exchange of flows of operational and service information 
in control systems P1,..., Pq,…, Pq [4–6].

For the q-th control subsystem of the first level (I1q, U1q) q Q= 1, , let's introduce the following 
notations:

– X1q(k) is a set of vectors, the state of the q-th controlled subnet, where x k x k a aq q
a

q1 1 11( ) = ( ) ={ }, , 
x k x k a aq q

a
q1 1 11( ) = ( ) ={ }, , , dimension a1q×1;

– X kq1 ( ) is a set of evaluation vectors  x k x kq q
a

1 1( ) = ( ){ }, a a q= 1 1, , dimensions a1q×1;
– U1q(k) is the set of control vectors of the q-th controlled subnet u k u kq q

b
1 1( ) = ( ){ }, b b q= 1 1, , 

dimension b1q×1;
– Y kq1 ( ) is a set of vectors of local variables that are issued to the upper-level control subsys-

tem y k y kq q
d

1 1( ) = ( ){ }, d d q= 1 1, , dimension d1q×1;
– Z1q(k) is a set of vectors of local output variables z k z kq q

d
1 1( ) = ( ){ }, d d q= 1 1, , dimension d1q×1.

For the second-level management subsystem, respectively: X k2 ( ) is a set of vectors of gene-

ralized estimates  x k x kl
2 2( ) = ( ){ }, l lr= 1, , dimensions l ar q

q

Q

× =






×
=

∑1 11
1

; 

– Y2q(k) is a set of vectors that are issued to the lower-level control subsystem y k y kq q
d

2 2( ) = ( ){ }, 
y k y kq q

d
2 2( ) = ( ){ }, d d q= 1 2, , dimension d1q×1;

– Z2q(k) is a set of vectors coordinating the output variables issued to the lower-level control 
subsystems z k z kq q

d
2 2( ) = ( ){ }, d d q= 1 2, , dimensions d2q×1.

As a result, for the q-th subsystem of zero level Pq, q Q= 1, , there are: cqp(k) is a set 
of connection vectors c k c kqp qp

mn( ) = ( ){ }, m mq= 1, , n nq= 1, , between p-th and q-th sub- 
systems (p, q Q= 1, , p ≠ q); πq(k) is a set of vectors of external influences Πq q

lk k( ) = ( ){ },π  
l lq= 1, , dimension lq×1.

To the set of state vectors of the information network X k X kq
q

Q

( ) = ( )
=

1
1


 may include vectors 

of any state variables that affect the quality of the information network and the efficiency of  
the process of its functioning. 
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The main ones include:
– the vector of parameters of the information load of the information network (characterizes the 

number of information messages that must be transmitted per unit of time at a given bandwidth):

Λ Λ Λ Λk k k kq Q

T( ) = ( ) ( ) ( )1 , ..., , ..., ;  (1.58)

– the vector of delays in the transmission of information messages of the information network 
(characterized by the deterioration of the bandwidth of the information network):

H k H k H k H kq Q

T( ) = ( ) ( ) ( )1 , ..., , ..., ;  (1.59)

– the vector of parameters of the radio-electronic situation of the information network (the 
number of suppressed operating frequencies by devices of radio-electronic warfare that do not 
meet the bandwidth requirements):

ℵ( ) = ℵ ( ) ℵ ( ) ℵ ( )k k k kq Q

T

1 , ..., , ..., ;  (1.60)

– the vector of frequency resources of the information network (total number of operating 
frequencies):

ℑ( ) = ℑ ( ) ℑ ( ) ℑ ( )k k k kq Q

T

1 , ..., , ..., ;  (1.61)

– the vector of hardware resources of the information network (total number of network 
devices in the information network):

ϒ k k k kq Q

T( ) = ( ) ( ) ( )υ υ υ1 , ..., , ..., . (1.62)

The development of an algorithm for complex management of information network resources.
The improved method of complex management of information network resources consists of 

the following sequence of steps (Fig. 1.1):
1. Input of initial data. Initial data on the state of the information network are entered.
2. Entering information about the degree of a priori uncertainty about the state of the commu-

nication system. At this stage, the degree of uncertainty of data on the state of the information 
network is determined based on the works of the authors [16–21, 28]. Possible degrees of un-
certainty of information about the state of the information network: complete awareness, partial 
uncertainty, complete uncertainty.

3. Determination of controlling influences on the information network. At this stage, on the 
basis of the description of the state of the information network, controlling influences on the 
physical, channel and network levels of the information network are determined. The basis of  
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the specified procedure of the improved method is the method developed by the authors in pre-
vious researches [2, 3, 16, 17].

4. Forecasting the state of the information network. At this stage, the state of the informa-
tion network with a defined composition of forces and devices of communication is forecasted. 
Forecasting the state of the information network at this stage is carried out using the approaches 
developed in previous researches [2, 3, 16, 17–21].

5. Determination of the necessary forces and devices of communication, which are necessary 
for building up information network.

The decision to increase the composition of forces and devices of communication of the in-
formation network is made after the impossibility of solving tasks related to the organization of 
communication in the existing organizational and staff structure after Step 4.

 Fig. 1.1 Algorithm for the implementation of the improved method of 
complex management of information network resources
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Let's consider in more detail the specified procedure for determining the necessary forces and 
devices of communication in the information network. The task of synthesizing information method 
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for managing the processes of coordinated functioning and complex management of information 
network resources can be formulated as "the task of finding optimal controlling influences". The 
specified tasks transfer the information network under consideration from the given to the re-
quired structural state, which characterizes both the current state of the objects included in the 
given type of structure and the state of relations between them.

Thus, the value of the state of the existing and "new" information network CTC U St tf< >∗, δ  is 
necessary [3, 7, 9, 17]:

J X F t t t extrt t t t
f

t

tf
U St

θ χ χ χ χ χ δ δ

δ

, , , , , ,, ,
,

Γ Ζ < ′> ( ) ∗
<

∈( ( ) →∏ 0

>> ∈∆g

;

∆ Γ Ζg
t tf t t t t t

gU S R X F R< > ( ) ≤


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
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  (1.63)
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2
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; },B

where Jθ is the cost, time, resource indicators characterizing the quality of information network 
functioning; θ ∈Θ is a set of indicator numbers; χ is a set of indices corresponding to the struc-
tures of the information network; T ∈(t0, tf] is the time interval during which the information 
network functions and the communication organization process is implemented; X X l Lt

l
t

χ χ χ= ∈{ , } 
is a set of elements that are part of the structure of the dynamic alternative system graph (DASG) 
Gt

χ (a set of DASG vertices), which is used to set the controlled structural dynamics of the in-
formation network at the moment of time t; Γχ χ χχt

l
t

l l l L= ′ ∈< ′>{ , , },  is a set of arcs of the DASG  
type Gt

χ, reflect the relationships between its elements at time t; Ζ χ χ χ
t

l
t

lz l l L= ′ ∈< ′>{ , , },  is a set 
of parameter values that quantitatively characterize the interrelationship of the corresponding ele-
ments of DASG; F t

< ′>χ χ,  is a description of the influence of different structures of the information net-
work on each other at the moment of time t; 

< >∏  

δ δ,

t
 are the compositions of the structural state  

of the information network with numbers  δ δ,  at time t; Δg is a set of dynamic alternatives (a set 
of structures and parameters of the information network, "new" and existing c information network 
and a set of programs for their operation); Ut are controlling influences that allow to synthesize 
the structures of the information network that is being built up and implemented; Rg  are given 
values; "°" is an image composition operation; B is a set of numbers of space-time, technical and 
technological restrictions that determine the processes of implementation of programs for building 
up and functioning of a special purpose communication system [2].

At the stage of expansion, first of all, the parameters of the functioning of the elements and 
subsystems of the information network are changed. The research proposes to consider the in-
formation network as a complex dynamic object consisting of a set of structures. Communication 
between them takes place through the transmission of information about the status of operations, 
the intensity of data transmission and processing flows, information about the state of various 
resources, services and basic services.



26

Information and control systems: modelling and optimizations
CH

AP
TE

R 
 1

A similar approach allows to present the stage of parallel functioning and expansion of the in-
formation network as a process of updating (improving the characteristics) of information services 
that support the information network. Let's present the process of software management of the 
expansion of the information network:
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Boundary conditions:
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The indicators of the quality of software management of the expansion of the special purpose 
communication system:
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where xr
s l,( ) is the variable that characterizes the state of execution of the operation of providing 

the necessary information services for the performance of communication tasks Av
b j,( ). The upper 

index "s" means that the corresponding variable is included in the model of program management of 
the expansion of the information network. The upper index "l" means the service information ope-
ration of the information network, which "consumes" the information service (service); u tnr

s l,( ) ( ) is 
the intensity of support, F n r

s l
< >
( )

,
,  service operations (internal service) as an information network re-

source Br
s l,( ); xr

s l,( ) is the variable, the current value of which is numerically equal to the total duration 
of the involvement of information network resources Br

s l,( ); w tnr
s l,( ) ( ) is the duration of resource Br

s l,( ) 
use of the information network to support the information service (internal services or services) 
D l n

s b
< >
( )

,
,  w tnr

s l,( ) ( ) = 1, if the information network resource is allocated and functioning; xrS
s l

l

,( ) numeri-
cally determines the time interval from the end of the information network Br

s l,( ) of service internal 
F n r

s l
< >
( )

,
,  to the given final moment of time; ωrSl

s l t,( ) ( ) is an auxiliary control action. Takes the value "1", 
if the information network has completed internal service maintenance F n r

s l
< >
( )

,
, ; Vn

s l,( ) is the amount 
of memory required to store initial and intermediate data, which is allocated to perform an internal 
service operation; e V Pr

j
r

j
r

j( ) ( ) ( ), ,  is the set values (constants) characterizing the maximum intensity 
of implementation of internal services on the resource of the information network Br

s l,( ) (before 
build-up); γ δ

r
m t,( ) ( ) is an auxiliary control action that takes the value "1" at the moment of time t,  

if a transition from existing e V Pr
j

r
j

r
j( ) ( ) ( )( ), ,  to new ones parameters of information resources Bj in the 

information network subsystem; an
s l,( ) is the volume of internal service operations to support a given 

external service; δnr
s l t,( ) ( ) is the function, which allows to evaluate the overall quality of the provision 

internal services F n r
s l

< >
( )

,
,  of the information network at the stage of joint functioning and expansion; 

c tnr
s l,( ) ( ) is a cost function of time describing indirect, so operational costs (administration, technical 

support, etc.) associated with the operation and development of a specific information service.
Research has been conducted effectiveness of the proposed improved method of integrated 

resource management information network. The evaluation of the effectiveness of the management 
of spatial, temporal and frequency resources of the special purpose communication system was 
carried out (Fig. 1.2).

Analysis of the obtained dependencies (Fig. 1.2) shows that the value f C( , ) τ τΠ  is less than the 
threshold value. Therefore, in this case, the decision is made mainly on the basis of the analysis of chan-
ges in the duration of the message, which was affected by interference (τC) and pauses after it (τΠ).  
The results of the conducted modeling on build-up information network are given in Table 1.2.
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 Fig. 1.2 Dependencies of the duration of messages on the reaction 
time of the RES complex

 Table 1.2 The results of the conducted modeling on build-up information network

Output data Option I Option II Option III

The number of resources that need to be increased in the system 40 50 70

The planned number of system resources to be scaled up 10 30 65

Time period during heuristic build-up 22 33 44

Time period for scaling up using the proposed approach 20 28 41

The value of the resulting quality indicator for heuristic plans 1117 901 408

The value of the resulting quality indicator for optimal plans 1384 1113 484

The results of the simulation show that increasing the efficiency of the information network 
under the influence of destabilizing factors by 20–26 %.

The discussion of the results of the development of the method comprehensive manage-
ment of information network resources. The constraints (1.66)–(1.68) determine the possibi-
lities of information processing on the resource Br

s l,( ) before and after the relevant stage of building 
up the information network.
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The constraints (1.69) determine the technology of information service implementation. 
The operation included in the service provision process (internal service) cannot be provided until 
the expansion of the information network, which is involved in this process, is completed.

The constraints (1.70) specify the possibility of simultaneous use of several information net-
work resources to ensure the functioning of the internal service and the use of information network 
resources for the parallel execution of several tasks. ∈ and θ are known numbers.

The constraints (1.71) are auxiliary and introduced in order to fix the moment of the end of the 
information network resources that ensure the execution of internal service operations.

The constraints (1.72) define the range of possible values that can take the corresponding 
control influences and forms a connection with the model of communication tasks.

The expressions (1.73) and (1.74) determine the limits on the values of the variables at given 
moments of time t = t0 and t = tf.

The type indicator (1.75) evaluates the quality of planning processes of functioning and building 
up the information network at the level of services.

The type indicator (1.76) is introduced to evaluate the total operating costs associated with 
the processes of expanding the information network only at the level of information services.

Indicator (1.77) is introduced to maximize the volume of performed operations only at the level 
of functioning of the special purpose communication system.

The developed and improved method allows to obtain a profit of 20–26 % compared to classi-
cal approaches to management.

Conclusions

1. In the course of the research, a mathematical model of the information conflict of the infor-
mation network was proposed.

The advantages of the specified model are due to take into account a greater number of desta-
bilizing factors, compared to the known ones. The model takes into account in the complex deliberate 
interference of an additive and multiplicative nature, destabilizing factors due to the presence of 
cyber attacks.

The disadvantages of the proposed mathematical model should be considered greater compu-
tational complexity compared to simpler mathematical models. The information conflict model of an 
information network can be used to develop new strategies for managing information networks, 
taking into account the countermeasures against the complex influence of devices of radio-electronic 
suppression and devices of information-technical influence. Also, the model can be used to justify 
new types of influences that realize the hidden functional suppression of the information network 
due to the creation and development of intra-system contradictions between its individual protocols.

2. The research proposed a method of self-organization of special purpose information net-
works, which, thanks to additional and improved procedures, allows: to take into account the type 
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of uncertainty and noisy data; to implement adaptive strategies for finding food sources; to com-
bine individual swarm search strategies into a single strategy; to take into account the presence 
of a predator while choosing food sources; to take into account the available computing resources 
of the system while implementing self-organization of information networks; to change the search 
area by individual agents of the combined algorithm swarm; to change the speed of movement of 
agents of the combined algorithm swarm; to take into account the priority of searching for swarm 
agents of the combined algorithm; to carry out the initial display of individuals of the flock of the 
combined algorithm, to take into account the type of uncertainty; to carry out accurate training 
of individuals of the flock of the combined algorithm; to determine the best individuals of the flock 
of the combined algorithm with the help of an improved genetic algorithm; to conduct a local and 
global search taking into account the degree of data noise in the process of self-organization of 
information networks; to conduct training of knowledge bases, which is carried out by training 
the synaptic weights of the artificial neural network, the type and parameters of the membership 
function, as well as the architecture of individual elements and the architecture of the artificial 
neural network as a whole; to be used as a universal tool for solving the task of self-organization 
of information networks due to the hierarchical description of their self-organization process; to 
check the adequacy of the obtained results; to avoid the local extremum problem; to configure 
local and global search procedures, which allows the adaptation of this method to different infor-
mation networks.

3. Simulation of the work of the specified method was carried out on the example of self-
orga nization of the information network of the operational group of troops (forces). The specified 
example showed an increase in the efficiency of data processing at the level of 12–17 % due to the 
use of additional improved procedures of adding correction coefficients for uncertainty and noise 
of data, selection of combined swarm agents, crossing of different types of swarm optimization 
approaches and training of combined swarm agents.

4. The formalization of the task of managing the resources of the information network accord-
ing to the maximum bandwidth was carried out. The specified formalized description allows to de-
scribe the processes that occur during the functioning of the information network and to determine 
the measures aimed at increasing the efficiency of the information network.

5. An improved method of comprehensive management of information network resources  
is developed.

The specified method allows: to determine the influence of destabilizing factors on the informa-
tion network, to describe the information network of different architecture. Also, the mentioned 
method allows to determine the rational routes of information transfer and the mode of operation 
of communication devices. Another element of novelty of the proposed method is that it takes into 
account the degree of uncertainty about the state of the information network. The next element of 
novelty of the proposed method is forecasting the state of the information network based on vague 
temporal models and determining the number of necessary forces and devices of communication 
that must be increased for the full functioning of the special communication system.
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6. The positive effect of the implementation of the developed improved method is provided by 
the following interrelated factors: joint use of the analysis and forecasting procedure; determi-
nation of the necessary number of forces and devices of communication, which must be introduced 
into the information network.

The specified method allows to increase the efficiency of the special communication system un-
der the influence of destabilizing factors by 20–26 %, which is confirmed by the simulation results.
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abstract

In this chapter of the research, management methods based on bio-inspired algorithms are 
proposed. The basis of the research is the theory of artificial intelligence. The method is aimed 
at solving optimization tasks, variable solutions are defined in such a way that complex dynamic 
objects work in their best point (mode) according to the optimization criteria determined. In the 
research, the authors proposed:

– management method using a bio-inspired algorithm;
– method of finding solutions using the improved flying squirrel algorithm;
– method of assessing the state of dynamic objects using the population algorithm.
Each of the methods was based on canonical optimization algorithms, but they were improved 

by the authors of the research.
The essence of the improvement of these methods, which is the scientific novelty of each  

of them:
– the initial position of the agents is determined taking into account the type of uncertainty due 

to the use of a correction factor for the degree of awareness of the state of the initial situation  
in relation to the object of analysis;

– the initial speed of each agent is taken into account, which makes it possible to research 
complex functions;

– the speed of movement is regulated according to the priority of finding a solution;
– using the procedure of deep learning of knowledge bases of algorithm agents due to learning 

both architecture and parameters of artificial neural networks;
– select the best individuals in the flock by using an improved genetic algorithm, which improves 

the reliability of the decisions made.
A limitation of the research is the need to have an initial condition database complex dynamic 

object, the need to take into account the time delay for collecting and proving information from 
sources of information extraction.

It is advisable to use the proposed approach to solve the tasks of evaluating complex and 
dynamic processes characterized by a high degree of complexity.
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2.1 The development of a management method using a bio-inspired algorithm

Optimization is a complex process of identifying multiple solutions for a variety of functions. Many 
of today's management solutions are based on the successful solution of optimization tasks [1–3]. 
While solving optimization tasks, solution variables are defined in such a way that complex dynamic 
objects work in their best point (mode) according to the optimization criterion determined.

In essence, optimization problems of complex dynamic objects are discontinuous, undifferentia-
ted and multimodal. Thus, it is impractical to use classic gradient deterministic algorithms [4–6] to 
solve optimization problems of complex dynamic objects.

To overcome the shortcomings of classical optimization algorithms for solving optimization 
problems of complex dynamic objects, a significant number of stochastic optimization algorithms, 
known as bio-inspired algorithms, were created [7–10].

One of the types of algorithms for stochastic optimization of complex dynamic objects are 
algorithms of swarm intelligence (swarm algorithms). Swarm intelligence algorithms are based on 
swarm movement and simulate interactions between the swarm and its environment to improve 
knowledge of the environment, such as new food sources. The most famous swarm algorithms are 
the particle swarm optimization algorithm, the artificial bee colony algorithm, the ant colony opti-
mization algorithm, the wolf flock optimization algorithm and the sparrow flock algorithm [11–18].

Unfortunately, most of the basic bio-inspired algorithms mentioned above are unable to balance 
research and usage, resulting in unsatisfactory performance for real-world complex optimization tasks.

This prompts the implementation of various strategies to improve the convergence speed and 
accuracy of basic bio-inspired algorithms.

Considering the above, an urgent scientific task is the development of a management method 
using a bio-inspired algorithm, which would make it possible to increase the efficiency of the decisions 
made regarding the management of the parameters of complex dynamic objects with a given reliability.

An analysis of the state of development of the scientific direction. The work [9] presen-
ted the cognitive modeling algorithm. The main advantages of cognitive tools are determined. The 
lack of consideration of the type of uncertainty about the state of the object of analysis should be 
attributed to the shortcomings of this approach.

The work [10] revealed the essence of cognitive modeling and scenario planning. A system of 
complementary principles of building and implementing scenarios is proposed, different approaches 
to building scenarios are highlighted, the procedure for modeling scenarios based on fuzzy cognitive 
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maps is described. The approach proposed by the authors does not allow to take into account the 
type of uncertainty about the state of the analysis object and does not take into account the noise 
of the initial data.

The work [11] carried out an analysis of the main approaches to cognitive modeling. Cognitive 
analysis allows: to investigate problems with unclear factors and relationships; to take into account 
changes in the external environment and use objectively formed trends in the development of the 
situation in one's interests. At the same time, the issue of describing complex and dynamic pro-
cesses remains unexplored in the work.

The work [12] presents a method of analyzing large data sets. The specified method is focused 
on finding hidden information in large data sets. The method includes the operations of generating 
analytical baselines, reducing variables, detecting sparse features and specifying rules. The disad-
vantages of this method include impossibility of taking into account different decision evaluation 
strategies, not taking into account the type of uncertainty of the input data.

The work [13] presents the mechanism of transformation of information models of construc-
tion objects to their equivalent structural models. This mechanism is designed to automate the 
necessary conversion, modification and addition operations during such information exchange. 
The shortcomings of the mentioned approach include the impossibility of assessing the adequacy 
and reliability of the information transformation process and the appropriate correction of the 
obtained models.

The work [14] developed an analytical web-platform for the research of geographical and tem-
poral distribution of incidents. Web-platform contains several information panels with statistically 
significant results by territory. The disadvantages of the specified analytical platform include the 
impossibility of assessing the adequacy and reliability of the information transformation process, 
and high computational complexity. Also, one of the shortcomings of the mentioned research should 
be attributed to the fact that the search for a solution is not unidirectional.

The work [15] developed a method of fuzzy hierarchical assessment of library service quality. 
The specified method allows to evaluate the quality of libraries based on a set of input parameters. 
The disadvantages of the specified method include the impossibility of assessing the adequacy and 
reliability of the assessment and, accordingly, determining the assessment error.

The work [16] carried out an analysis of 30 algorithms for processing large data sets. Their ad-
vantages and disadvantages are shown. It has been established that the analysis of large data sets 
should be carried out in layers, take place in real time and have the opportunity for self-learning.  
The disadvantages of these methods include their high computational complexity and the impossi-
bility of checking the adequacy of the obtained estimates.

The work [17] presents an approach for evaluating input data for decision making support 
systems. The essence of the proposed approach consists in the clustering of the basic set of input 
data, their analysis, after which the system is trained based on the analysis. The disadvantages of 
this approach are the gradual accumulation of assessment and training errors due to the lack of an 
opportunity to assess the adequacy of the decisions made.
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The work [18] presents an approach to data processing from various sources of information. 
This approach allows to process data from various sources. The disadvantages of this approach 
include the low accuracy of the obtained estimate and the impossibility of verifying the reliability of 
the obtained estimate.

The work [19] carried out a comparative analysis of existing decision-making support techno-
logies, namely: the method of analyzing hierarchies, neural networks, the theory of fuzzy sets, ge-
netic algorithms and neuro-fuzzy modeling. The advantages and disadvantages of these approaches 
are indicated. The spheres of their application are defined. It is shown that the method of analyzing 
hierarchies works well under the condition of complete initial information, but due to the need for 
experts to compare alternatives and select evaluation criteria, it has a high share of subjectivity. 
For forecasting problems under conditions of risk and uncertainty, the use of the theory of fuzzy 
sets and neural networks is justified.

The work [20] developed a method of structural and objective analysis of the development of 
weakly structured systems. An approach to the research of conflict situations caused by contradic-
tions in the interests of subjects that affect the development of the studied system and methods 
of solving poorly structured problems based on the formation of scenarios for the development 
of the situation. At the same time, the problem is defined as a discrepancy between the existing 
state of the system and the required one set by the management entity. At the same time, the 
disadvantages of the proposed method include the problem of the local optimum and the inability 
to conduct a parallel search.

The work [21] presents a cognitive approach to simulation modeling of complex systems.  
The advantages of the specified approach, which allows to describe the hierarchical components of 
the system, are shown. The shortcomings of the proposed approach include the lack of consider-
ation of the computing resources of the system.

The work [22] indicated that the most popular evolutionary bio-inspired algorithms are the so-
called "swarm" procedures (Particle Swarm Optimization – PSO). Among them, there are optimiza-
tion algorithms based on cat swarms (Cat Swarm Optimization – CSO), which are very promising 
both from the point of view of speed and ease of implementation. These algorithms have proven 
their effectiveness in solving a number of rather complex tasks and have already undergone a num-
ber of modifications. Among the modifications, procedures based on harmonic search, fractional 
derivatives, adaptation of search parameters and, finally, "crazy cats" can be noted. At the same 
time, these procedures are not without some shortcomings that worsen the properties of the 
global extremum search process.

An analysis of works [9–22] showed that the common shortcomings of the above-mentioned 
researches are:

– the lack of possibility of forming a hierarchical system of indicators, according to which the 
state of complex dynamic objects is assessed;

– the lack of consideration of computing resources of the system that evaluates the state of 
complex dynamic objects;
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– the lack of mechanisms for adjusting the system of indicators for assessing the state of 
complex dynamic objects;

– a failure to take into account the type of uncertainty and noise of data on the state of com-
plex dynamic objects, which creates corresponding errors while assessing their real state;

– the lack of deep learning mechanisms of knowledge bases;
– high computational complexity;
– the lack of consideration of computing (hardware) resources available in the system;
– the lack of search priority in a certain direction.
The aim of the research is the development of a management method using a bio-inspired 

algorithm. This will allow to increase the speed of assessment of the state of dynamic objects 
with a given reliability and the development of subsequent management decisions. This will make it 
possible to develop software for intelligent decision-making support systems.

To achieve the aim, the following tasks were set:
– to determine the method implementation algorithm;
– to lead an example of the application of the method in the analysis of the operational situation 

of a group of troops (forces).
The problem, which is solved in the research, is to increase the efficiency of decision making in 

the tasks of assessing the state of dynamic objects while ensuring the given reliability regardless 
of its hierarchy. The object of research is complex dynamic objects with a hierarchical construction 
structure. The subject of research is the process of decision making in management tasks with 
the help of an improved goose flock algorithm (GFA), an improved genetic algorithm and evolving 
artificial neural networks.

Research hypothesis is a possibility of increasing the efficiency of decision-making with a given 
assessment reliability using a combined swarm algorithm.

The proposed method was simulated in the MathCad 14 software environment (USA). The as-
sessment of the elements of the operational situation of the group of troops (forces) was used as 
a task to be solved during the simulation. The hardware of the research process is AMD Ryzen 5.

The operational grouping of troops (forces) was considered as an object of assessment. An op-
erational grouping of troops (forces) formed on the basis of an operational command with a typical 
composition of forces and devices according to the wartime staff and with a range of responsibility 
in accordance with current regulations.

The research is based on the goose flock algorithm – to find a solution regarding the state 
of dynamic objects with a hierarchical structure. To train the individuals of the combined swarm 
algorithm, evolving artificial neural networks are used and to select the best ones in the combined 
swarm algorithm, an improved genetic algorithm is used.

The proposed approach is a bio-inspired algorithm that assumes that AG form a swarm. This 
approach is able to provide appropriate solutions for optimization problems (for subsequent ma-
nagement) in a multiple iterative process based on the ability to search for its members (AG)  
in the problem-solving space.
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Each member of the AG flock, based on its position in space, determines the values for the 
variables of the problem solution. Thus, each AG, as a member of the population, is a candidate for 
solving the problem, which is modeled from a mathematical point of view using a vector.

The management method using a bio-inspired algorithm consists of the following sequence of actions:
Step 1. Input of initial data. At this stage, it is determined:
– the number of AG in the flock;
– the maximum value of the fitness function;
– the number of alpha individuals (leaders), a function that describes the object of management;
– basic positions of each AG in the search space;
– the number of iterations of the search algorithm;
– pebble weight (AG used by guards).
Step 2. Creation of AG flock. Initialization of the AG population Xi (i = 1,2,...,n) takes place.  

A set of AG form a population described by the matrix X. The location of each AG describes the 
i-th element of the general matrix X. AG are displayed on the search plane taking into account the 
uncertainty about the object of management and the basic model of its state is initialized [2, 19, 21].

The position of the AG in the task space is initialized at the beginning of the algorithm start 
using equation (2.1):

x lb r ub lbi d d d d, ,= + ⋅ −( )  (2.1)

where X is the population matrix of AG; Xi  is the i-th member of the AG flock; xi d,  is the d-th dimen-
sion in the solution search space, regarding the state of the control object; N is the number of AG; 
m is the number of decision variables; r is the random number in the interval [0, 1]; lbd and ubd are 
the lower and upper bounds of the d solution variables.

Since the position of each AG in the task solution space represents a variant of the problem, 
the value of the objective function can be estimated according to the position of each AG.

Step 3. Numbering of AG in the flock, i, i ∈[0, S]. At this stage, each AG is assigned a serial 
number. This makes it possible to determine the parameters of finding a solution for each individual 
in the flock.

Step 4. Division of AG by functional purpose. At this stage, AG is divided according to purpose. 
In this case, the division of available AG is carried out into two categories: AG-guards of the 
flock (up to 10 % of the number of the flock), the remaining AG are those that obtain food.

Step 5. Determining the initial speed of blood pressure.
Initial speed v0 of each AG is determined by the following expression:

v v v vi S= ( )1 2, ... , v vi = 0. (2.2)

In the planning of the proposed approach, the position of the AG flock members in the prob-
lem-solving space is updated based on the simulation of the foraging strategy of the AG in the wild.  
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According to this, in each iteration, the position of the population members is updated in two 
stages: exploration based on the simulation of the movement of AG towards the food source and 
exploitation based on the simulation of the feeding behavior of AG. The update of the position of 
AG-guards is determined according to the position of the main flock.

Step 6. Preliminary evaluation of the search area of the AG. In this procedure, the search 
area in natural language is determined precisely by the halo of the existence of the AG. Con-
sidering that food sources for AG are plant-based food, it is advisable to sort food sources for 
suitability (Step 7).

Step 7. Classification of food sources for hypertension.
The location of the best food source (minimum fitness) is considered to be (FSht) the food plant 

(watercress) that is nearby and requires the least amount of energy to find and obtain it. Delicacy 
food of plant origin will be denoted as FSat.

Other non-priority sources of food (food that is necessary for the survival of individuals) will 
be designated as FSnt:

FSht = FS(sorte_index(1)), (2.3)

FSat(1:3) = FS(sorte_index(2:4)), (2.4)

FSnt(1:NP-4) = FS(sorte_index(5: NP)). (2.5)

Step 8. Formation of a flock of guards and their parameters. As indicated in Step 4 of the 
algorithm, a certain part of the flock remains as guards. The ability to protect the flock is a neces-
sary condition for the exploitation phase.

Step 8.1. Calculation of the weight of the pebble that AG keeps in his paws. The pebble is 
intended to alert the resting AG about the approach of a predator to the flock. Accordingly, the 
time of its fall and the propagation of sound depends on the size of the pebble. In the natural envi-
ronment, the weight of a pebble stored by an individual ranges from 1 to 25 kg. 

The expression (2.6) describes the procedure for finding the weight of a pebble randomly for 
any iteration:

Wit = rand([1, 25],1,1). (2.6)

Step 8.2. Calculating the time it takes the pebble to reach the ground.
The expression (2.7) allows to calculate the time Tstit required for a falling pebble to reach  

the ground. This is a random value between 1 and the number of measurements for each iteration 
in the loop:

Tstit = rand (1, dim). (2.7)
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Step 8.3. Calculation of the time of impact of a stone on the ground.
The expression (2.8) allows to calculate the Tasit time, when the stone hits the ground and  

a sound is heard, which is transmitted to each AG in the flock:

Tasit = rand(1, dim). (2.8)

Step 8.4. Calculation of sound propagation time. The expression (2.9) describes the procedure 
for calculating the total time Ttotal, which is required for the propagation of sound and its arrival  
to a separate AG in the flock during the iterations of the algorithm:

T
Tas

total
it=

( )∑
dim

. (2.9)

To get the average required time Ta, the total time is divided by 2:

T
T

a
total=
2

. (2.10)

Step 9. Formation of the AG search party. Alpha AG, who are not guardians of the flock, go in 
search of food sources and lead the rest of the flock.

Step 10. Checking the suitability of each AG.
The relevance of each search AG is determined in each iteration using the improved genetic 

algorithm proposed in works [23–26] and comparing the obtained values with standardized func-
tions. The fitness value of each AG in the search swarm (each row in the X matrix) is measured and 
compared with the fitness of the remaining AG (the other rows of the X matrix).

Step 11. Checking the presence of a predator near the flock. To protect and wake up the AG 
in this group, it is possible to calculate the falling speed of the pebble:

V T
W

FFS a it
it= ⋅

2

9 81.
. (2.11)

In equation (2.12), to find the sound propagation distance Sit, it must be the sound speed Vss in 
air, multiplied by the sound propagation time Tasit. The speed of sound in air is 343.2 m per second:

S TasVit itss= ⋅ . (2.12)

In this step let's find Dit the distance between the AG guard and another AG that is resting  
or feeding. In equation (2.13), the sound propagation distance Sit multiplied by 1/2 is used, because 
only the time for the sound to travel is needed, not the time for the sound to return:

Dit = 1/2·Sit. (2.13)
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To wake an individual in a flock, it is necessary to find the BestXit as shown in equation (2.14). 
This equation consists of the falling speed of the pebble VFFS, added to the distance AG Dit, multiplied 
by the average value in the square of time Ta:

(Xit+1) = VFFS+Dit·Ta
2. (2.14)

Step 12. Checking the stop criterion. The algorithm terminates when the maximum number of itera-
tions is completed. Otherwise, the behavior of generating new places and checking conditions is repeated.

Step 13. Training of AG knowledge bases.
In the research, the learning method based on evolving artificial neural networks developed in 

the research [2] is used to learn the knowledge bases of each AG. The method is used to change the 
nature of movement of each AG, for more accurate analysis results in the future.

Step 14. Determining the amount of necessary computing resources, intelligent decision-making 
support system.

In order to prevent looping of calculations on Steps 1–13 of this method and to increase the 
efficiency of calculations, the system load is additionally determined. When the specified threshold 
of computational complexity is exceeded, the amount of software and hardware resources that 
must be additionally involved is determined using the method proposed in works [27–33].

The end of algorithm.
The proposed management method using a bio-inspired algorithm. To determine the effective-

ness of the proposed method, modeling of its work was carried out to solve the task of determining 
the composition of the operational grouping of troops (forces) and the elements of its operational 
construction in order to determine the expediency of regrouping troops (forces).

Initial data for determining the composition of the operational grouping of troops (forces) and 
elements of its operational construction using the method:

– the number of sources of information about the state of the monitoring object is 3 (radio 
monitoring tools, remote sensing of the earth and unmanned aerial vehicles). To simplify the mo-
deling, the same number of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is deter-
mined – 12. Such parameters include: ownership, type of organizational and staff formation,  
priority, minimum width along the front, maximum width along the front. The number of personnel, 
minimum depth along the flank, maximum depth along the flank, the number of samples of weapons 
and military equipment (WME), the number of types of WME samples and the number of commu-
nication devices), type of operational construction are also taken into account;

– the variants of organizational and personnel formations are company, battalion, brigade.
Parameters of the method:
– the number of iterations is 100;
– the number of individuals in the flock is 50 (the number of AG guardians of the flock is 5, the 

number of AG foragers is 45);
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– the weight of a pebble for AG guards is 2 kg;
– the range of feature space is [–150,150].
The parameters of the improved genetic algorithm:
Selection – Roulette wheel (proportional).
Crossover probability = 0.8.
Mutation – Gaussian probability = 0.05.
Effectiveness of the method management using a bio-inspired algorithm is compared with the 

swarm optimization algorithms given in Tables 2.1–2.4. The comparison was made with unimodal 
and multimodal functions.

As can be seen from the Tables 2.1–2.4 increasing the efficiency of decision making is achieved 
at the level of 10–12 % due to the use of additional procedures.

It can be seen that the state estimation method of dynamic objects using the combined swarm 
algorithm is able to converge to the true value for most unimodal functions with the fastest con-
vergence speed and the highest accuracy, while the convergence results of the particle swarm 
algorithm are far from satisfactory.

 Table 2.1 Efficiency of optimization algorithms at solving the task of determining the composition of 
the operational grouping of troops (forces) and the elements of its operational construction

The name of the algorithm Ts
Optimal variables

L Optimal cost
Th R

Algorithm for the optimization of 
a flock of walruses

0.7280271 0.3845792 40.312284 200 5882.8955

Particle swarm algorithm 0.7480269 0.3845797 40.312282 200 5882.9013

Flying squirrel algorithm 0.7690308 0.384581 40.312476 199.99732 5882.9077

Artificial bee colony algorithm 1.1950157 0.64038 60.549321 48.031984 7759.8234

Ant colony algorithm 0.7780271 0.3845792 40.312284 200 5882.9013

The proposed method 0.7794994 0.385819 40.386517 200 5909.3749

Algorithm of a flock of monkeys 0.911517 0.4510723 46.230782 133.83941 6270.8621

The bat swarm algorithm 0.8344267 0.4164052 43.217775 163.90679 6003.8497

Locust swarm algorithm 0.7784599 0.3858127 40.320627 199.96442 5890.2105

Genetic algorithm 1.5622593 0.4813024 47.695987 124.64823 10,807.366

Algorithm for optimization of 
a flock of cats

1.1300127 1.1576349 44.110061 190.7876 11,984,417

Algorithm of invasive weeds 1.55006 0.6231249 63.139483 49.78495 9998.6395

Firefly swarm algorithm 1.406417 0.7832762 58.253368 73.964478 10,920,286
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 Table 2.4 Results of the AG algorithm for test functions

Function The dimensionality 
of the function

The number 
of AG

The number 
of iterations Result Average time, 

sec.

Benchmark (global 
optimum: 0)

2 4 100 0 0

5 14 0 0.1

10 28 0.005 3.11

30 50 0.007 30.42

Rastrigin (global 
optimum: 0)

2 6 100 0 0

5 30 0 18.22

10 50 0.03 62.2

30 50 0.92 527.6

Hryvnoka (global 
optimum: 0)

2 6 100 0 0

5 16 0.002 0.16

10 30 0.004 4.55

30 50 0.024 89.01

Ackley (global 
optimum: 0)

2 6 100 0 0

5 24 0.001 0.15

10 42 0.012 3.15

30 50 0.021 65.92

Bukin (global 
optimum: 0)

2 8 100 0 0

5 20 0.002 1.94

10 50 0.02 3.97

The advantages of the proposed method are due to the following:
– the initial position of the AG is carried out taking into account the type of uncertain-

ty (Step 2), in comparison with works [9, 14, 21];
– the initial speed of each AG is taken into account (Step 4), in comparison with works [9–15];
– suitability of the place of search for the AG is determined, which reduces the time of search-

ing for a solution (Step 5), in comparison with works [14, 16, 17];
– universality of strategies for searching for food places of AG, which allows to classify the 

type of data to be processed (Steps 6, 7), in comparison with works [14, 16, 17];
– there is a classification of food sources of AG, which determines the priority of finding a solu-

tion (Step 6), in comparison with works [11, 13, 17–19];
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– taking into account the presence of a predator while foraging for food, which allows to avoid 
local optima (Step 11), in comparison with works [12, 13, 15–18];

– accelerated selection of individuals for each AG due to the use of an improved genetic algo-
rithm (Step 10), in comparison with works [9, 12, 13–18];

–  universality of solving the task of analyzing the state of dynamic objects by swarm agents 
of the combined swarm algorithm due to the hierarchical nature of their description (Steps 1–14),  
in comparison with works [9, 12, 13–18];

– possibility of simultaneously searching for a solution in different directions (Steps 1–14, 
Tables 2.1–2.3);

– adequacy of the obtained results (Steps 1–14), in comparison with works [9–23];
– ability to avoid the local extremum problem (Steps 1–14);
– possibility of in-depth learning of AG knowledge bases (Step 14), in comparison with 

works [9–23];
– possibility of calculating the necessary amount of computing resources, which must be 

involved in case of impossibility of carrying out calculations with available computing resour-
ces (Step 14), in comparison with works [9–23].

The disadvantages of the proposed method include:
– loss of informativeness while assessing the state of complex dynamic objects due to the 

construction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of complex 

dynamic objects;
– loss of credibility of the obtained solutions while searching for a solution in several directions 

at the same time;
– lower assessment accuracy compared to other assessment methods.
This method will allow:
– to assess the condition of complex dynamic objects;
– to determine effective measures to increase the efficiency of management of complex dyna-

mic objects;
– to increase the speed of assessment of the state of complex dynamic objects;
– to reduce the use of computing resources of decision-making support systems.
A limitation of the research is the need to have an initial condition database complex dynamic 

object, the need to take into account the time delay for collecting and proving information from intel-
ligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

This research is a further development of researches aimed at developing method principles for in-
creasing the efficiency of processing various types of data, which were published ear lier [2, 4–6, 21–23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.
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2.2 Method of finding solutions using an improved flying squirrel algorithm

The proposed algorithm is an improved flying squirrel algorithm (FSA) and consists of the 
following sequence of actions:

Step 1. Input of initial data. At this stage, the initial data available about the object to be 
analyzed are entered.

The main parameters of FSA are the maximum number of iterations Itermax, the population size 
NP, the number of decision variables n, the probability of the presence of a predator Pdp, the scaling 
factor sf, the sliding constant Gc, the upper and lower bounds for the decision variable FSU and FSL. 
These parameters are set at the beginning of the FSA procedure:

FS FS rand FS FS i NP j ni j L U L, , , ,..., , , ,..., ,= + ⋅ −( ) = =( ) 1 2 1 2   (2.15)

where rand() is a uniformly distributed random number in the range [0, 1].
Step 2. Exhibition agents on the search plane.
At this stage, FSA is issued taking into account the type of uncertainty about the object 

to be analyzed and the basic model of the object state is initialized [2, 19, 21]. At the same 
time, the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty.  
The above is carried out with the help of appropriate correction coefficients, which are set at the 
analysis stage.

Step 3. Numbering of FSA in the flock, i, i ∈[0, S].
Step 4. Setting the initial fitness function.
Fitness value f f f fNP= ( )1 2,... ,  of an individual, the location of the FSA is calculated by substitut-

ing the value of the decision variables into the fitness function:

f f FS FS FS i NPi i i i i n= ( ) =, , ,, ,..., , , ,..., .1 2 12  (2.16)

Step 5. Determining the quality of food in the search area for FSA.
The quality of food sources is determined by the suitability value of the FSA location sorted in 

ascending order:

sorted f sorte index sort f_ , _ .  = ( )  (2.17)

Step 6. Classification of trees (food sources) for FSA.
After sorting the food sources in each area, the FSA classifies three types of trees: hickory (food 

source – hickory nuts), oak (food source – acorns) and common tree.
The location of the best food source (minimum fitness) is considered a hickory nut tree (FSht), 

the following three food source locations must be nut trees (FSat) and the rest are considered 
common trees (FSnt).
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Step 7. Creating new places with the help of FSA sliding. At the stage of creating new places, 
three main scenarios are used. Let's consider each of them in detail.

Step 7.1. Flying squirrels on acorn nut trees tend to move toward hickory nut trees. New food 
halos can be created in the following way:

FS
FS d G FS FS R P

at
new at

old
g c ht

old
at
old

dp=
+ −( ) ≥, ,if

random locat
1

iion, otherwise,






 (2.18)

where dg is the random sliding distance of the FSA; R1 is a function that returns the value of a uni-
form distribution on the interval [0, 1]; and Gc is the sliding constant of the FSA.

Step 7.2. Some FSA that live in common trees may move to the walnut tree to meet their daily 
energy needs. New food halos of FSA can be created in the following way:

FS
FS d G FS FS R P

nt
new nt

old
g c at

old
nt
old

dp=
+ −( ) ≥, ,if

random locat
2

iion, otherwise,






 (2.19)

where R2 is a function that returns a value from a uniform distribution on the interval [0, 1].
Step 7.3. Some FSA on common trees may switch to hickory nuts if they have already met 

their daily energy needs. In this scenario, a new arrangement of proteins can be generated in the 
following way:

FS
FS d G FS FS R P

nt
new nt

old
g c ht

old
nt
old

dp=
+ −( ) ≥, ,if

random locat
3

iion, otherwise,






 (2.20)

where R3 is a function that returns a value from a uniform distribution on the interval [0, 1].
In all scenarios, the sliding distance of the FSA dg is considered to be between 9 and 20 m [27]. 

However, this value is quite large and can introduce large perturbations (2.16)–(2.19) and can lead 
to unsatisfactory performance of the algorithm. To achieve acceptable performance of the algorithm, 
the scale factor (sf) was introduced as a divisor of dg and its value was chosen equal to 18 [27].

Step 8. Checking the presence of a predator. At this stage of the FSA, the presence of preda-
tors is checked. If there are predators, go to Step 9. If there are no predators, go to Step 10.

Step 9. FSA actions in the presence of a predator. When FSA establish new sites, their natural 
behavior is affected by the presence of predators and this is controlled by the presence of the 
predator probability Pdp. At the early stage of the search, the FSA population is often far from the 
food source and its distribution area is large. Thus, it faces a great threat from predators. In the 
course of evolution, FSA locations are near the food source (optimal solution). In this case, the 
distribution area of the FSA population is becoming smaller and less threat from predators is ex-
pected. Thus, to improve the performance of the FSA, the adaptive Pdp, which changes dynamically 
as a function of the iteration number, is adopted in the following way:
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P P P Iter Iter Pdp dp dp dp= −( ) × −( ) +max min max min,1
10

 (2.21)

where Pdpmax and Pdpmin are the maximum and minimum probability of the presence of a predator, 
respectively.

Step 10. Checking the condition of seasonal monitoring of FSA.
Food behavior of FSA largely depends on seasonal fluctuations. Therefore, the condition of 

seasonal monitoring is introduced into the algorithm to prevent the algorithm from falling into local 
optimal solutions.

First, the seasonal constant Sc and its minimum value are calculated:

S FS FS tc
t

at k
t

ht k
k

n

= −( ) =
=

∑ , , , , , ;
2

1

12 3, (2.22)

S
E

c Iter Itermin .max
.=

−
( )

10 6

365 2 5
 (2.23)

Then the seasonal monitoring condition is checked. Provided S Sc
t

c< min, winter is over and  
FSA, who lose the ability to explore the forest, will again randomly move their places of finding 
a source of food:

FS FS Levy n FS FSnt
new

L U L= + × −( )( ) , (2.24)

where

Levy x
r

r
a

b

( ) = ×
×

0 01 1. ,/

σ
β  (2.25)

where ra and rb are two functions that return values from a uniform Levy distribution on the inter-
val [0, 1]; β is a constant (β = 1.5 in the research) and σ is calculated in the following way:

σ
β πβ

β β β

β

=
+( ) × ( )

+( )( ) × ×











−( )( )

Γ

Γ

1 2

1 2 2 1 2

1

sin
,

/

 (2.26)

where Γ(x) = (x–1)!.
Step 11. Checking the stop criterion. The algorithm terminates when the maximum number of 

iterations is completed. Otherwise, the behavior of generating new places and checking seasonal 
monitoring conditions is repeated.

Step 12. Generation of FSA positions taking into account the degree of data noise.
Under the condition R1, R2, R3 < Pdp, FSA continue to slide to the next potential food locations, dif-

ferent individuals tend to have different judgments and their sliding directions and change procedures. 
Sliding takes place taking into account the degree of data noise, which is distributed from 0 to 1.  
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In other words, the feed behavior of FSA has the characteristics of randomness and vagueness. 
These characteristics can be artificially described and integrated using a conventional cloud model. 
In the model, a conventional cloud generator model is used instead of uniformly distributed random 
functions to generate a new location for each flying squirrel. Thus, (2.24)–(2.26) are replaced by 
the following equations:

FS
FS d G FS FS R P

Cx FS E
at
new at

old
g c ht

old
at
old

dp

at
old

=
+ −( ) ≥, ;

,

if 1

nn He, ,( )




 otherwise,
 (2.27)
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Cx FS E
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new nt

old
g c at

old
nt
old

dp

nt
old

=
+ −( ) ≥, ;

,

if 2

nn He, ,( )




 otherwise,
 (2.28)
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FS d G FS FS R P
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nt
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g c ht

old
nt
old

dp

nt
old

=
+ −( ) ≥, ;

,

if 3

nn He, ,( )




 otherwise,
 (2.29)

where En (entropy) represents the uncertainty measurement of a qualitative concept and He (hyper-
entropy) is the uncertain degree of entropy En [32]. In particular, in (2.27)–(2.29) En means the 
search radius, and He = 0.1 En is used to represent search stability. In the early iterations, a large 
En is required because the location of the flying proteins is often far from the optimal solution. 
Under the condition of finite generations, where the population location is close to the optimal solu-
tion, a smaller En is suitable for fine-tuning the solutions. Therefore, the search radius En changes 
dynamically with the iteration number:

En En Iter Iter Pdp= × −( ) +max max min,1
10

 (2.30)

where Enmax = (FSU – FSL)/4 is the maximum search radius.
Step 13. Accelerating the intensity of the search for feeding areas of FSA.
In the basic FSA, all dimensions of one FSA individual are updated simultaneously. The main dis-

advantage of this process is the principle that different food habitats are dependent and a change 
in one food habitat can have a negative effect on others, preventing them from finding optimal 
variables in their own habitats.

To further enhance the intensive search of each foraging area, the following steps are per-
formed for each iteration. The newly generated solution is produced:

FS Cx FS En He j nbest j
new

best j
old

, , , , , , ,..., .= ( ) = 12  (2.31)

Step 14. Training of FSA knowledge bases.
In the mentioned research, the learning method based on artificial neural networks evolving for 

changes in the nature of movement of each FSA for more accurate analysis results in the future.
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Step 15. Determining the amount of necessary computing resources, intelligent decision-mak-
ing support system.

In order to prevent looping of calculations on Steps 1–14 of the method and to increase the 
efficiency of calculations, the system load is additionally determined. If the specified threshold of 
computational complexity is exceeded, the amount of software and hardware resources that must 
be additionally involved is determined using the method proposed in the work [27].

The end of algorithm.
A method of finding solutions using an improved algorithm of flying squirrels is proposed. In or-

der to evaluate the effectiveness of the developed method, its comparative evaluation was carried 
out based on the results of research presented in works [3–6, 23, 24].

Simulation of the solution search processing method was carried out in accordance with 
Steps 1–15. Simulation of the work of the proposed method was carried out in the MathCad 14 
software environment (USA). The assessment of the elements of the operational situation of the 
group of troops (forces) was the task that was solved during the simulation.

The performance of the improved FSA is compared with the following natural optimization 
algorithms, including the basic FSA, the fruit fly optimization algorithm, the improved fruit fly opti-
mization algorithm and the cloud model-based fruit fly flight optimization algorithm. The comparison 
was made with unimodal and multimodal functions. Each function is calculated for ten independent 
runs to better compare the results of different algorithms.

The results of the comparative analysis are shown in Table 2.5.

 Table 2.5 Results of comparative analysis

Parameter Advanced 
FSA

Basic 
FSA

Particle 
swarm 
algorithm

Flight optimization 
algorithm of the fruit fly 
based on the cloud model

Improved fruit 
fly optimiza-
tion algorithm

Fruit fly 
optimization 
algorithm

Itermax 10000 10000 10000 10000 10000 10000

NP 50 50 50 50 50 50

Gc 1.9 1.91 – – – –

sf 18 18 – – – –

Pdpmax 0.12 – – – – –

Pdpmin 0.001 – – – – –

Pdp – 0.15 – – – –

C1 and C2 – – 2.1 – – –

w – – 0.91 – – –

En_max – – – (UB–UL)/4 – –

λmax – – – – (UB–UL)/2 –

λmin – – – – 0.000014 –

randValue – – – – – 1
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The initial data for the comparative analysis of the effectiveness of the proposed FSA are set 
the same for all algorithms, for example, the population size NP = 50; the maximum number of 
iterations Itermax = 10 000. The specific parameters of the algorithm are chosen in the same way.  
Table 2.1 summarizes both general and specific parameters for the improved FSA and the other 
five algorithms. The error value, defined as (f(x) – Fmin), is written for the solution x, where f(x) is 
the optimal fitness value of the function calculated by the algorithms and Fmin is the true minimum 
value of the function. The mean and standard deviation of the error values for all independent 
runs are calculated.

As a result of the simulation, sets of input parameters were obtained that ensure the optimal 
operation of the algorithm under the given conditions (Table 2.6).

 Table 2.6 Results of the AIP algorithm for test functions

Function The dimensionality 
of the function

Number 
of AIP

Number of 
iterations Result Average time, 

sec.

De Jong (global 
optimum: 0)

2 4 10000 0 0

5 14 0 0.1

10 28 0.001 3.17

30 30 0.007 30.42

Rastrigin (global 
optimum: 0)

2 6 10000 0 0

5 64 0 18.23

10 50 0.03 62.5

30 50 0.97 528.4

Hryvnoka (global 
optimum: 0)

2 6 10000 0 0

5 16 0.002 0.17

10 30 0.004 4.77

30 43 0.028 89.38

Ackley (global 
optimum: 0)

2 6 10000 0 0

5 24 0.001 0.15

10 42 0.013 3.24

30 50 0.021 66.73

Bukin (global 
optimum: 0)

2 8 10000 0 0

5 20 0.002 2.08

10 40 0.03 4.16

30 50 0.85 70.4

Analyzing the performance results of the improved algorithm, shown in Table 2.6, it can be seen 
that for functions with a small number of parameters, the algorithm demonstrates its greatest  
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efficiency, however, when the dimension of multi-extremal functions with a complex landscape (such 
as the Rastrigin, Hryvnoka, Bukin functions) increases, there is a slight deviation from global opti-
mum, this deviation can be smoothed out by increasing the number of iterations and agents that 
affect the duration of the method.

The Rosenbrock function should be noted separately: when the number of parameters increa-
ses to more than 10, the FSA shows a rather noticeable discrepancy from the optimal solution, 
so to achieve the required accuracy, a serious increase in time costs is required, which makes the 
method ineffective in this particular case.

It can be seen that the improved FSA is able to converge to the true value for most unimodal 
functions with the fastest convergence speed and the highest accuracy, while the convergence 
results of the particle swarm algorithm and the fruit fly algorithm are far from satisfactory.

Based on the research conducted, it can be said that FSA is more effective for working with 
functions with a small number of parameters, however, one of the ways to improve the accuracy 
of the solutions found for multiparameter multimodal functions is to modify or hybridize the method 
with other algorithms.

The advantages of the proposed method are due to the following:
– at the initial display of FSA, the type of uncertainty is taken into account during their 

search (Step 2);
– additional determination of the suitability of the FSA search location, which reduces the time 

to search for a solution (Step 5);
– universality of strategies for finding food areas, which allows to classify the type of data to 

be processed (Steps 6, 7);
– taking into account the presence of a predator, which allows to avoid local optima (Steps 8, 9);
– universality of solving the task of analyzing the state of FSA objects due to the hierarchical 

nature of their description (Steps 1–15);
– possibility of quick search for solutions due to the simultaneous search for a solution by 

several FSA (Steps 1–15, Table 2.5 and 2.6);
– adequacy of the obtained results (Steps 1–15);
– adaptive change of the search area by individual FSA (Step 13);
– ability to avoid the local extremum problem (Steps 1–15);
– possibility of in-depth learning of FSA knowledge bases (Step 15).
The disadvantages of the proposed method include:
– loss of informativeness while assessing the state of the object of analysis due to the con-

struction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of the 

object of analysis;
– loss of credibility of the obtained solutions while searching for a solution in several directions 

at the same time;
– lower assessment accuracy compared to other assessment methods.
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This method will allow:
– to assess the state of the heterogeneous object of analysis;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessment of the state of a heterogeneous object of analysis;
– to reduce the use of computing resources of decision-making support systems.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proving information 
from intelligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

This research is a further development of researches aimed at developing method princi-
ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

2.3 The development of a method for assessing the state of dynamic objects 
using a population algorithm

The proposed approach is a population swarm algorithm based on the simulation of mating 
behavior of snakes, capable of providing solutions to optimization problems in a multiple iterative 
process based on search capabilities in the problem-solving space.

The method of assessing the state of dynamic objects using the population algorithm consists 
of the following sequence of actions:

Step 1. Input of initial data. At this stage, the initial data available on the dynamic object to be 
evaluated are entered. Snakes enter their mating season when it's cold outside and they can find food.

Step 2. Initial placement of agents on the search plane. The snake optimization algorithm (SOA) 
is initialized by generating a random population according to the equation (2.32). The population of 
snake agents (SA) is then divided into two groups, male and female (2.33):

x Lb r Ub Lb i N j mi j j j j, , , , , , , ,..., ;= + ⋅ −( ) = … =12 12 , (2.32)

N
N

N N Nfemale male female≅ = −, ,
2

 (2.33)

where xij is the dimension of the i-th SA; m is the number of measurements; N is the population size 
of the SA; r is the degree of uncertainty of information about the state of the object; Ub and Lb are 
the upper and lower limits of the j-th dimension, respectively. Nfemale is the number of SA females  
in the population, and Nmale is the number of SA males in the population.
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The best value obtained for the objective function corresponds to the best member of the 
swarm (the best possible solution) and the worst value obtained for the objective function corre-
sponds to the worst member of the population (the worst possible solution). Since at each itera-
tion the position of the population SA in the problem solution space is updated, the best population 
SA must also be updated based on the comparison of the updated values for the objective function. 
At the end of the implementation of the algorithm, the position of the best SA of the population, 
obtained during the iterations of the algorithm, is presented as a solution to the task of finding  
a solution to the state of the dynamic object.

Step 3. Numbering of SA in the population, i, i ∈[0, S]. At this stage, each SA of the population 
is assigned a serial number.

Step 4. Determining the initial velocity of population SA.
Initial speed v0 each SA of the population is determined by the following expression:

v v v vi S= ( )1 2, ... , v vi = 0. (2.34)

In the planning of the proposed approach, the position of the SA population in the problem- 
solving space is updated based on the simulation of exploitation, struggle and mating strategies.

Step 5. Preliminary assessment of the SA search area. In this procedure, the search area in 
natural language is determined precisely by the halo of the existence of SA. Given that the sources 
of food in SA are diverse, let's sort out the quality of the food.

Step 6. Classification of food sources for SA.
The attractiveness of food significantly depends on the temperature indicators (T) of the 

surrounding environment and the quality of food is calculated according to equations (2.35) 
and (2.36):

T
t

t
=

−



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exp ,
max

 (2.35)

FQ c
t t

t
= ×

−



1 exp ,max

max

 (2.36)

where t is the number of the current iteration; tmax is the total number of iterations; c1 is the food 
attractiveness coefficient for each temperature range.

In this algorithm, SA choose a place to search for food, according to c1, then SA update 
the position. Research behavior of SA males and females is expressed mathematically in equa-
tions (2.37) and (2.38), respectively:

x t x c A Ub Lb r Lb A
F

ti j k j i male i male
r

, , , ,, exp+( ) = × −( ) × +( ) =
−( )1 2 1

,,

,

;male

i maleF







, (2.37)
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x t x t c A A Ub Lb r r Lbi j k j i female i male, , , , ,+( ) +( ) × −( ) × + +( )=1 1 2 1 2
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−
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
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 (2.38)

where k is a random integer in the range 1 2, N( ); xk, j is a random value of the number of males/fe-
males in the SA population; and r1 and r2 are random numbers in the range (0, 1). Ai,female and Ai,male 
are the ability of SA males and females to find food; Fr,male is the fitness of a pre-selected random SA 
male; Fr,female is the fitness of a pre-selected random female SA. Fi,male and Fi,female are the i-th indicator 
of the male and female SA, respectively. The direction operator (±) scans all possible directions 
randomly in the given search space.

Step 7. Checking the fulfillment of the condition. If FQ > T is the transition to operation mode. 
If FQ < T is the return to reconnaissance mode (Step 6).

Step 8. Operation mode.
Step 8.1. Checking the fulfillment of the condition.
If T > 0.6 (hot), SA will move towards food according to equation (2.38):

x t x c T r x x ti j f f i j, , ,+( ) = × × × −( )( )1 3 3  (2.38)

where xi, j are the locations of male and female SA; xf are the best SA, с3 is a constant equal to 2; 
and r3 is a random number in the range (0,1).

Step 8.2. Checking the fulfillment of the condition.
If FQ < T (T < 0.6) (cold), SA fight or mate.
Step 8.3. SA combat.
The fighting abilities of male SA Fmale and female SA Ffemale can be written in equations (2.39) 

and (2.40):

x t x c F r xt x ti j i j i male female i malebest, , , , , ,+( ) ± × × × −= ( ) ( )( )1 4 4 FF
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
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, (2.39)
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best male

i

 (2.40)

where xi, j is the location of male and female SA; xbest,female and xbest,male are the positions of the best 
SA in female and male groups, respectively; Fi,male is the fight of SA in males and Fi,female is the fight 
of SA in females. In addition, с4 is the food saturation coefficient of SA; and r4 and r4 are random 
numbers in the range (0, 1).

Step 8.4. Checking the fulfillment of the condition. If с4 ≤ с4nonor – go to Step 8.3, if с4 ≥ с4nonor – 
go to Step 8.5 – pairing.
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Step 8.5. SA pairing. During mating, male and female SA update their positions, according to 
equations (2.41) and (2.42):

x t x c M r xt FQ x ti male i m i male female i malei, , , , ,+( ) ± × × × −= ( ) × ( )1 5 6 (( )
=

−






,

exp ;,
,

,

M
f
fi male

i female

i male

 (2.41)
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

( )1 ,

exp ,,
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 (2.42)

where xi,m and xi, f are the positions of the i-th male and female SA; Mi,male and Mi, female are the mating 
abilities of the male and female SA; c5 is the fertility rate of the new SA; r6 and r7 are random 
numbers in the range (0, 1).

Step 8.6. Checking the fulfillment of the condition. If с5 ≤ с5nonor – go to Step 8.5, if с5 ≥ с5nonor – 

go to Step 8.7 – replacement of SA in the population.
Step 8.7. Replacement of SA in the population. In this step, the replacement of SA that do not 

meet the requirements for the fertility of SA takes place, according to expressions (2.43), (2.44):

x Lb r Ub Lbw male, ,= + × −( )8  (2.43)

x Lb r Ub Lbw female, ,= + × −( )8  (2.44)

where xw, male is the worst male SA, while xw, female is the worst female SA; r8 is a random number in 
the range (0, 1).

Step 9. Checking the stop criterion. The algorithm terminates when the maximum number of itera-
tions is completed. Otherwise, the behavior of generating new places and checking conditions is repeated.

Step 10. Learning SA knowledge bases.
In the research, the learning method based on evolving artificial neural networks developed in 

the research [2] is used to learn the knowledge bases of each SA. The method is used to change 
the nature of movement of each SA, for more accurate analysis results in the future.

Step 11. Determining the amount of necessary computing resources, intelligent decision-mak-
ing support system.

In order to prevent looping of calculations on Steps 1–10 of this method and to increase the 
efficiency of calculations, the system load is additionally determined. When the specified threshold 
of computational complexity is exceeded, the amount of software and hardware resources that 
must be additionally involved is determined using the method proposed in the work [31].

The end of algorithm.
The effectiveness of the method of assessing the state of dynamic objects using the population 

algorithm is compared with the help of functions – the form of which is given in Tables 2.7, 2.8.
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 Table 2.7 Unimodal functions and their parameters, according to which the simulation was carried out
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 Table 2.8 Multimodal functions and their parameters according to which modeling was carried out

Function name Range fmin Dim
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From the analysis of Tables 2.7, 2.8, it can be concluded that the proposed method ensures 
stable operation of the algorithm for the main test functions of unimodal and multimodal type.
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In order to obtain a comparative assessment based on the criterion of information processing 
efficiency at a given assessment reliability, a comparative assessment of the proposed method with 
swarm algorithms was carried out (Tables 2.9, 2.10).

 Table 2.9 Comparative evaluation of the proposed method with swarm algorithms according to the 
criterion of efficiency of information processing

Test function 
number

Algorithm of a flock  
of gray wolves

Algorithm of a flock 
of walruses

Particle swarm 
algorithm

The proposed 
method

F1 3.56E-195 2.40E-195 1.10E-195 2.24E-196

F2 2.57E-97 2.45E-98 2.07E-98 2.01E-98

F3 2.54E-128 1.14E-127 1.63E-123 1.51E-127

F4 7.00E-87 7.01E-87 4.24E-87 5.38E-87

F5 1.57E+01 1.52E+01 1.50E+01 1.57E+01

F6 2.61E-02 1.31E-03 1.45E-03 2.25E-03

F7 1.03E-04 9.17E-05 1.09E-04 1.04E-04

F8 –1,25E+04 –1,26E+04 –1,26E+04 –1,25E+04

F9 4.73E-01 1.28E-01 9.09E-02 5.62E-01

F10 4.09E-15 3.97E-15 3.97E-15 3.97E-15

F11 8.10E-03 3.42E-03 1.21E-03 2.73E-03

F12 2.09E-02 3.56E-02 2.15E-02 2.1E-02

 Table 2.10 Comparative evaluation of the proposed method with swarm algorithms according to the 
criterion of efficiency of information processing

Test function 
number

Algorithm of  
a flock of monkeys

Algorithm of 
flock of hawks

The bat swarm 
algorithm

Algorithm of  
a herd of coots

The proposed 
method

F1 5.78E-194 2.16E-196 1.40E-195 3.67E-196 2.12E-196

F2 1.26E-98 1.37E-98 3.45E-98 2.28E-98 1.01E-98
F3 2.22E-128 1.05E-124 5.98E-125 1.06E-125 1.00E-127

F4 1.23E-86 5.58E-87 2.23E-87 6.91E-87 2.31E-87

F5 1.52E+01 1.43E+01 1.69E+01 1.46E+01 1.30E+01
F6 2.00E-02 1.91E-03 5.65E-03 2.22E-03 1.10E-03
F7 9.53E-05 1.21E-04 1.14E-04 1.04E-04 2.15E-05
F8 –1,26E+04 –1,26E+04 –1,25E+04 –1,25E+04 –1,26E+04
F9 9.05E-01 5.98E-01 1.15E+00 4.62E-01 2.70E-01

F10 4.09E-15 3.85E-15 3.85E-15 3.97E-15 3.61E-15
F11 1.13E-02 1.34E-03 4.22E-03 3.71E-03 1.50E-03

F12 3.67E-04 9.56E-03 4.30E-03 9.35E-03 3.22E-02
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As can be seen from the Tables 2.7–2.10 increasing the efficiency of decision making is 
achieved at the level of 13–19 % due to the use of additional procedures.

It can be seen that the state estimation method of dynamic objects using the population 
algorithm is able to converge to the true value for most unimodal and multimodal functions with 
the fastest convergence speed and the highest accuracy, while the convergence results of  
the monkey flock algorithm and the gray wolf flock algorithm are not satisfactory for multi-
modal functions.

The advantages of the proposed method are due to the following:
– initial position of the SA is carried out taking into account the type of uncertainty, in com-

parison with works [9, 14, 21];
– initial speed of each SA is taken into account, in comparison with works [9–15];
– suitability of the place of search for SA is determined, which reduces the time of searching 

for a solution (Step 5), in comparison with works [14, 16, 17];
– universality of strategies for finding places of food in SA, which allows to classify the type of 

data to be processed (Step 6), in comparison with works [14, 16, 17];
– the possibility of adjusting the speed of the SA movement by adjusting the temperature of 

the surrounding environment, which achieves the determination of the priority of finding a solution 
in a certain plane, in comparison with works [11, 13, 17–19];

– possibility to explore the solution spaces of functions described by atypical functions, due to 
the use of operation mode procedures (Step 8), in comparison with works [9, 12, 13–18];

– possibility of flexible regulation of the transition from the fighting mode to the mating mode 
of SA due to the use of the food saturation coefficient, in comparison with works [9–23];

– to replace persons, unfit for search by using the fertility rate of SA (Step 8.7), in comparison 
with works [9, 12, 13–18];

– possibility of simultaneously searching for a solution in different directions (Steps 1–11, 
Tables 2.7–2.10);

– possibility of in-depth learning of SA knowledge bases (Step 10), in comparison with 
works [9–23];

– possibility of calculating the necessary amount of computing resources, which must be 
involved in case of impossibility of carrying out calculations with available computing resour-
ces (Step 11), in comparison with works [9–23].

The disadvantages of the proposed method include:
– loss of informativeness while assessing the state of complex dynamic objects due to the 

construction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of complex 

dynamic objects;
– loss of credibility of the obtained solutions while searching for a solution in several directions 

at the same time;
– lower assessment accuracy compared to other assessment methods.
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This method will allow:
– to assess the condition of complex dynamic objects;
– to determine effective measures to increase the efficiency of management of complex dy-

namic objects;
– to increase the speed of assessment of the state of complex dynamic objects;
– to reduce the use of computing resources of decision-making support systems.
A limitation of the research is the need to have an initial condition database complex dynamic 

object, the need to take into account the time delay for collecting and proving information from 
intelligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

The research is a further development of researches aimed at developing method principles for in-
creasing the efficiency of processing various types of data, which were published earlier [2, 4–6, 21–23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

Conclusions

1. The method implementation algorithm is determined, thanks to additional and improved 
procedures, which allows:

– to take into account the type of uncertainty and noise;
– to implement adaptive strategies for finding food sources for AG;
– to take into account the presence of a predator while choosing food sources by swarm 

agents of the combined swarm algorithm;
– to take into account the available computing resources of the state analysis system of 

complex dynamic objects of AG;
– to change the search area by individual AG;
– to change the speed of AG movement;
– to take into account the priority of search by swarm agents of the combined swarm algorithm;
– to carry out the initial exposure of the AG taking into account the type of uncertainty;
– to determine the best AG using an improved genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of data on the 

state of complex dynamic objects;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, the architec-
ture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of complex dynamic 
objects due to the hierarchical nature of the description;
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– to check the adequacy of the obtained results;
– to combine various swarm algorithms for mutual verification of the adequacy and reliability 

of the obtained results;
– to avoid the problem of local extremum.
2. An example of the use of the proposed method has been carried out on the example of solv-

ing the task of determining the composition of an operational group of troops (forces) and elements 
of its operational construction. The specified example showed a 10–12 % increase in the efficiency 
of data processing due to the use of additional improved procedures.

3. The method implementation algorithm has been defined, thanks to additional and improved 
procedures, which allows:

– to take into account the type of uncertainty and noisy data;
– to implement adaptive strategies for finding food sources;
– to take into account the presence of a predator while choosing food sources;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to change the search area by individual FSA;
– to take into account the priority of FSA search;
– to carry out the initial exposure of FSA individuals, taking into account the type of uncertainty;
– to carry out accurate training of FSA individuals;
– to determine the best FSA individuals using a genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, the architec-
ture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
4. Conducted example of using the proposed method on the example of assessing and fore-

casting the state of the operational situation of a group of forces. The specified example showed an 
increase in the efficiency of data processing at the level of 21–25 % due to the use of additional 
improved procedures of adding correction coefficients for uncertainty and noisy data, selection and 
training of FSA.

5. The method implementation algorithm is defined, thanks to additional and improved proce-
dures, which allows:

– to determine the initial position of the SA, taking into account the type of uncertainty due 
to the use of a correction factor for the degree of awareness of the state of the initial situation in 
relation to the analysis object;
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– to take into account the initial speed of each SA, which allows to investigate functions that 
are complex in terms of volume;

– to ensure the universality of strategies for finding places to eat in SA, which allows to classify 
the type of data to be processed;

– to regulate the speed of movement of the SA by adjusting the temperature of the surround-
ing environment, which is achieved by determining the priority of finding a solution in a certain plane;

– to explore the solution spaces of functions described by non-typical functions, due to the use 
of operation mode procedures;

– flexibly to regulate the transition from the fighting mode to the SA mating mode due to the 
use of the food saturation coefficient;

– to replace persons unsuitable for search due to the use of the SA fertility rate;
– to carry out a simultaneous search for a solution in different directions, due to changing the 

temperature of the surrounding environment and adjusting the food saturation coefficient;
– to conduct in-depth training of SA knowledge bases, due to the use of the proposed train-

ing method.
6. An example of the use of the proposed method has been carried out on the example of solv-

ing the task of determining the composition of an operational group of troops (forces) and elements 
of its operational construction. The specified example showed a 13–19 % increase in the efficiency 
of data processing due to the use of additional improved procedures.
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abstract

In this chapter of the research, the methods for assessing the state of complex technical 
systems using the theory of artificial intelligence are proposed. The basis of this research is the 
theory of artificial intelligence. The methods aimed at solving optimization tasks, variable solutions 
are defined in such a way that complex technical systems work at their best point (mode) based on 
the optimization criteria determined. 

In the research, the authors proposed:
– the method of assessing the state of complex technical systems using bio-inspired al-

gorithms;
– the method of finding solutions using the population algorithm of global search optimization;
– the method of finding solutions using the improved algorithm of shoals of fish;
– the method of finding solutions using an improved algorithm of jumping frogs.
Each of the methods was based on canonical optimization algorithms, but they were improved 

by the authors of this research.
The essence of the improvement of these methods, which is the scientific novelty of each  

of them:
– taking into account a priori known coefficient regarding the degree of uncertainty of data 

about a complex technical system and the coefficient determined during the work of algorithms 
regarding the noise of the data;

– the procedure of deep training of agents of the flock allows, in the presence of reliable data, 
to significantly reduce the time for decision making;

– the reliability of decisions is improved due to the selection of swarm agents. Selection in each 
of the algorithms is carried out using an improved genetic algorithm.

A limitation of the research is the need to have an initial condition database complex technical 
system, the need to take into account the time delay for collecting and proving information from 
sources of information extraction.

It is advisable to use the proposed approach to solve the tasks of evaluating complex and 
dynamic processes characterized by a high degree of complexity.
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Metaheuristic algorithms are widely used for optimization in various tasks, in particular for the 
purpose of selecting informative subsets of features, while building a machine learning model [1–10].

Removing redundant features helps to avoid overtraining the model and reduce its complexity. 
While using metaheuristics as a feature selection tool, a necessary condition is the ability of the 
algorithm to search the binary space [11–27]. However, while some metaheuristics, such as the 
genetic algorithm, were originally designed to work with binary input vectors, others were designed 
to work in a continuous search domain. It is obvious that the genetic algorithm alone is not capable 
of being a universal tool for any data, as this contradicts the free breakfast theorem [28–30].

The most famous representative of heuristic methods is swarm intelligence, which describes 
the collective behavior of a decentralized, self-organizing system [31–36].

There are a large number of swarm algorithms, for example: particle swarm method, ant algo-
rithm, cuckoo, bat, fish, bee algorithm, colonization algorithms, etc. [37–40].

The use of swarm algorithms to find solutions regarding the state of the objects of analysis allows:
– to analyze the stability of the state of heterogeneous objects in the process of combat 

use (exploitation);
– to analyze the direct, aggregated and mediated interaction of systemic and external factors;
– to assess the reach of target situations of facility management;
– to make a scenario analysis for various destructive effects;
– to forecast the changes in the state of heterogeneous objects under the influence of desta-

bilizing factors during combat use (exploitation);
– to make modeling and analysis of the dynamics of changes in the state of interdependent 

parameters of heterogeneous objects.
At the same time, the use of metaheuristic algorithms in the canonical form does not allow to obtain 

an operational assessment of the state of the object with a given reliability. The above mentioned de-
termines the search for new (improvement of existing) approaches to the assessment and forecasting 
of the state of objects by combining already known swarm algorithms with their further improvement.

3.1 A method of assessing the state of complex technical systems using  
bio-inspired algorithms

The method of assessing the condition of complex technical systems using bio-inspired algo-
rithms consists of the following sequence of actions:
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Step 1. Input of initial data. At this stage, the initial data available on the object to be analyzed 
are entered. The existing model of the analysis object is also initialized. A set of analyzed functions 
of the state of the object is specified with the implementation of the corresponding procedures,  
in this case, two functions are implemented:

F x x( ) = ( )sin , and F x x x( ) = − + −( )2 12 21 .

Step 2. Processing of raw data taking into account the degree of uncertainty.
At this stage, the type of uncertainty is taken into account about the object to be analyzed and 

initialization of the basic state model of the object to be analyzed [2, 19, 21]. At the same time, 
the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty. This is 
done with the help of correction coefficients.

The list of variables used, with their designations inside the algorithm and a description of their 
purpose, is presented in the Table 3.1.

Step 3. Numbering of bat agents, i, i ∈[0, S].
Step 4. Placement of bat agents (BA) taking into account the degree of uncertainty about the 

state of the analysis object in the search space:

x x x∈( )min max, , x x x xi S= ( )1 2, ... , (3.1)

x x x x= + −( ) ⋅ ( )min min max ,ι  (3.2)

where xmin, xmax are the minimum and maximum value of the search area; ι is the degree of uncer-
tainty about the state of the analysis object. At the same time, the function ι( ) returns values in 
the interval [0; 1].

Step 5. Setting the initial speed of the BA and the echolocation frequency of each BA.
Initial speed v0 of each BA is defined by the following expression:

v v v vi S= ( )1 2, ... , v vi = 0. (3.3)

The initial frequency of BA is determined by the expression:

w w w wi S= ( )1 2, ... , w wi = min, (3.4)

where wi is the value of the BA frequency with number i; wmin is the minimum BA frequency.
If i < S, then return to Step 4.
Step 6. Finding the best BA.
The substitution of the best value of BA xi in the expression of the analyzed function F(X). 

The BA value closest to the extremum (in this case, to the maximum) is considered the best, 
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x F xk
∗ = ( )( )max , where k is the number of the best BA. To find the best BA, the improved genetic 

algorithm developed in the work [22] is used.
Step 7. BA migration. Migration of agents is performed: agents are moved one step according 

to the migration procedure and iterations are performed with n, where n ∈[0, N].
Step 8. Repeated numbering of BA i, i ∈[0, S].
Step 9. Changing the search parameters.
New values of position, speed and frequency for BA are calculated – x vi

I
i
I,  and wi

I . The frequen-
cy is modified taking into account the degree of data noise according to the following expression:

w w w wi
I = + −( ) ⋅ ( )min max min .η  (3.5)

Step 10. Changing the speed of BA movement.
Speed modification is performed:

v v w x xi
I

i i i= + −( )∗ , (3.6)

where (x*–xi) is the approximation of all BA by η → max.
Step 11. BA movement.
BA is moved in accordance with the formula: x x vi

I
i i= + . Checking the condition i < S, if i < S, 

go to Step 10.
Step 12. Checking the condition for starting the local search procedure.
If Er > ( )η , then the local search procedure is started (go to Step 16), otherwise, the tran-

sition to Step 19 is performed. The search procedure around the best solution is carried out with 
the probability Er. The resulting decision is applied as a new current provision of BA xi.

Step 13. Checking the number of iterations of the solution search n. If the search is not per-
formed for the first time, then go to Step 19. Otherwise: the BA volume is calculated according 
to the formula:

a a a a a a a ai S i
I= ( ) = + −( ) ⋅ ( )1 2, ... ; ,min max min η  (3.7)

where ai
I  is the new volume value and the transition to Step 18 is performed.

Step 14. The average volume of BA is calculated using the following expression:

a a Ssr
i

S

=




=

∑
0

. (3.8)

Step 15. Change in the current position of BA:

xx x a Ui
I

i sr= + ⋅ − 11, . (3.9)
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The function U[–1, 1] returns a random value in the interval [–1; 1].
Step 16. The local search procedure is performed until the BA is closer to the search 

goal: F(xxi) > F(xi).
Step 17. Limitation of the search area:

xx x x xx x xi i i i= { } = { }max , , min , .min max  (3.10)

Step 18. Global search for a solution.
With the probability Ea, a global search procedure is performed in the neighborhood of the 

current solution for all i-th BA, i, i ∈[0, S].
Step 19. If F(xxi) < F(xi) and Ea > η(), then a new decision is made: xi = xxi.
If i < S, then the transition to Step 20 is performed. The search area is limited for all  

i-th BA, i, i ∈[0, S].
Step 20. Checking the fulfillment of a set of conditions:
1) if x xi < min, then: xi = xmin, vi = v0;
2) if x xi > max, then: xi = xmax, vi = v0;
3) if i < S, the transition to Step 10 is made;
4) if n < N, then Step 7 is performed.
After performing all iterations, the value of x* is taken in relation to the state of the analy-

sis object.
Step 21. Learning knowledge bases.
In the research, the learning method based on evolving artificial neural networks, developed in 

the research [2], is used for training knowledge bases.
The end of algorithm.
The proposed method of assessing the state of complex technical systems using bio-inspired 

algorithms. To assess the effectiveness of the developed method, it was compared with the results 
of research presented in works [3–6, 23, 24, 37].

The simulation of the solution search processing method was carried out in accordance with 
expressions (3.1)–(3.10). The proposed method was simulated in the MathCad 14 software 
environment (USA). The assessment of elements of the operational situation of the group of 
troops (forces) was the task to be solved during the simulation.

Initial data for assessing the state of the operational situation using the improved method:
– the number of sources of information about the state of the monitoring object is 3 (radio 

monitoring tools, remote sensing of the earth and unmanned aerial vehicles) To simplify the model-
ing, the same number of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is deter-
mined – 12. Such parameters include: ownership, type of organizational and staff formation,  
priority, minimum width along the front, maximum width along the front. The number of personnel, 
minimum depth along the flank, maximum depth along the flank, the number of samples of weapons 
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and military equipment (WME), the number of types of WME samples and the number of communi-
cation devices), the type of operational construction are also taken into account;

– the variants of organizational and personnel formations are company, battalion, brigade.
Tables 3.1, 3.2 show the dependence of the time of the algorithm on the number of iterations 

and the size of the population, and the dependence of the absolute error of the algorithm on the 
number of iterations and the size of the population.

 Table 3.1 Dependence of algorithm running time on the number of iterations and population size

No. The number 
of iterations Function

Population size

5 10 15 20 50 100

1 10 f(x) = sin(x) 2.88 3.23 3.82 3.71 2.84 3.03

f(x) = –x2+12x–21 2.85 3.12 2.98 2.99 3.01 3.00

2 20 f(x) = sin(x) 5.15 5.70 6.32 6.34 5.36 7.43

f(x) = –x2+12x–21 5.26 5.22 5.12 5.19 5.37 5.09

3 50 f(x) = sin(x) 11.97 12.10 12.38 12.01 12.62 13.58

f(x) = –x2+12x–21 12.27 12.08 12.22 12.30 12.36 13.50

4 100 f(x) = sin(x) 24.39 42.08 31.72 37.52 118.08 214.38

f(x) = –x2+12x–21 24.37 28.25 39.53 53.35 77.33 151.18

 Table 3.2 Dependence of the absolute error of the algorithm on the number of iterations and the size  
of the population

No.
The 
number of 
iterations

Function
Population size

5 10 15 20 50 100

1 10 f(x) = sin(x) 0.0239 0.0507 0.0017 0.0012 0.00026 0.00018

f(x) = –x2+12x–21 0.0006 0.1112 0.01111 0.1114 0.00005 0.0008

2 20 f(x) = sin(x) 0.0079 0.0017 0.00063 0.00083 0.00007 0.00019

f(x) = –x2+12x–21 0.0085 0.01131 0.0011 0.11131 0.00004 0.00001

3 50 f(x) = sin(x) 0.0004 0.00011 0.00058 0.00042 0.00026 0.00002

f(x) = –x2+12x–21 0.1115 0.01113 0.10111 0.00000 0 0.11111

4 100 f(x) = sin(x) 0.0008 0.00006 0.000041 0.00001 0 0

f(x) = –x2+12x–21 0.0111 0 0 0.01111 0.00011 0

Finally, it should be noted that the presented implementation of the bat algorithm showed good 
performance and the possibility of adjusting the algorithm parameters to change the quality of the 
obtained results in solving the search optimization problems of object functions.
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Table 3.3 presents the comparative results of evaluating the efficiency of learning evolving 
artificial neural networks.

 Table 3.3 Comparative results of the evaluation of the efficiency of learning of evolving artificial 
neural networks

The system Algorithm parameters XB (Xi-Beni Index) Time, sec

FCM (Fuzzy C-Means) – 0.2004 2.15

EFCM Dthr = 0.30 0.1018 0.155

EFCM Dthr = 0.23 0.1062 0.2

The proposed system (batch mode) delta = 0.1 0.08 0.2

The proposed system (online mode) delta = 0.1 0.078 0.19

Before training, the features of the observations were normalized to the interval [0, 1].
The research showed that the specified training procedure provides an average of 10–18 % 

higher training efficiency of artificial neural networks and does not accumulate errors during train-
ing (Table 3.3).

The indicated results can be seen from the results in the last lines of the Table 3.3, as the 
difference of the Xi-Beni index. At the same time, as already mentioned, in the course of work, 
known methods accumulate errors, which is why the proposed method proposes the use of evolving 
artificial neural networks.

The results of the comparative evaluation according to the criterion of efficiency of evaluation 
are shown in the Table 3.4.

 Table 3.4 Results of solving the problem

No. of itera-
tions

Method of branches 
and boundaries [17]

Genetic algo-
rithm [12]

Canonical algorithm 
of bats [23]

Improved bat 
algorithm

N T, s T, s T, s T, s

5 1.125 1.125 1.125 1.114

10 0.625 0.625 0.625 0.600

15 48.97 58.20 58.28 57.71

20 106.72 44.29 43.75 46.95

30 –0.1790 –0.0018 –0.0002 –0.0001

40 –0.158 –0.070 –0.069 –0.049

50 97.76 –974.30 –3.72 –334.11

100 –133.28 –195.71 –196.24 –193.04

200 7980.89 7207.49 7198.43 7036.48
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As can be seen from the Table 3.4, the gain of the specified method of finding solutions is from 
11 to 15 % according to the criterion of speed of data processing. 

The main advantages of the proposed method are:
– it has a flexible hierarchical structure of indicators, which allows to reduce the task 

of multi-criteria evaluation of alternatives to one criterion or using a vector of indicators  
for selection;

– the unambiguousness of the obtained assessment of the state of the analysis object;
the universality of application due to adaptation of the system of indicators during work;
– it does not accumulate learning error due to the use of the learning procedure;
– the possibility of comprehensive learning of the architecture and parameters of artificial 

neural networks;
– taking into account the type of uncertainty of the initial data while building models of a hete-

rogeneous analysis object;
– the possibility of finding a solution in several directions;
– high reliability of the obtained solutions while searching for a solution in several directions;
– the absence of falling into the local optimum trap.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proving information 
from intelligence sources.

The advantages of the proposed method are due to the following:
– the type of uncertainty is taken into account while issuing the BA (Step 21);
– the universality of solving the task of analyzing the state of BA objects due to the hierarchical 

nature of their description (expressions (3.1)–(3.10));
– the possibility of quick search for solutions due to the simultaneous search for a solution by 

several individuals (Steps 1–20);
– the adequacy of the obtained results (expressions (3.1)–(3.10));
– the ability to avoid the local extremum problem (Steps 1–20);
– the possibility of in-depth learning of knowledge bases of BA (Step 21).
The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of the analysis object due to the con-

struction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of the 

analysis object;
– the loss of credibility of the obtained solutions while searching for a solution in several 

directions at the same time;
– lower assessment accuracy compared to other assessment methods.
This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
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– to increase the speed of assessment of the state of a heterogeneous analysis object;
– to reduce the use of computing resources of decision-making support systems.
The proposed approach should be used to solve problems of evaluating complex and dynamic 

processes characterized by a high degree of complexity.
This research is a further development of researches aimed at developing method princi-

ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

3.2 The development of a solution search method using the population algorithm 
of global search optimization

The method of finding solutions using the population algorithm of global search optimization 
consists of the following sequence of steps:

Step 1. Input of output data. At this stage, the initial data available about the object to be 
analyzed are entered.

Step 2. Processing of raw data taking into account the degree of uncertainty.
Weed agents are placed taking into account the type of uncertainty about the state of the 

analysis object. At this stage, the type of uncertainty is taken into account about the object to be 
analyzed and initialization of the basic state model of the object to be analyzed [2, 19, 21]. At the 
same time, the degree of uncertainty can be: full awareness; partial uncertainty and total uncer-
tainty. This is done with the help of appropriate correction coefficients.

The decisive criterion during classification is the percentage of incorrectly classified records. 
The smaller the share of incorrectly classified records, relative to the total mass, the better the 
classifier works on the given input parameters. In addition, the practical application of the classifier 
is strongly influenced by the time required for the training of the classifier and the classification 
itself. Due to the fact that the base of values can contain records about the object consisting of  
a set of parameters, which incurs a large expenditure of machine time, there is a need to reduce part 
of the informative features. The algorithm of invasive weeds is used as a classification algorithm.  
The dimensionality reduction of the space of informative features is carried out with the help of an 
advanced genetic algorithm and the training of individuals is carried out using the method of training 
evolving artificial neural networks.

Step 3. Formation of the optimization vector.
The optimization vector is presented in the form of an array Хі and takes values from 1  

to kOjj

L

=∑ 1
, where L is the number of system input variables; k is the number of variables de-

scribing the state of the system; O is the number of states for the j-th variable. The number of 
iterations N and the maximum number of vectors that can be saved after each iteration S are set. 
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The parameters nmin and nmах are set, which correspond to the minimum and maximum value of the 
descendant vectors that the parent vector can create at each iteration. The distribution parame-
ter is specified. An initial vector Х0 is generated and the root mean square error and error-based 
fitness function j0 are calculated for it.

For each vector Xs (s takes values from 1 to the current number of vectors), ns is deter-
mined – the number of vectors that can generate this vector:

n
n n n ns
best worst

s
best worst

best wors=
−
−

+
−
−

max min min max

ϕ ϕ
ϕ

ϕ ϕ
ϕ ϕ tt , (3.11)

where jbest, jworst are the best and worst values of the fitness function.
Step 4. Creation of descendant vectors.
For each vector X, ns new vectors are created according to the rules:

X X u j ni
s j

i
s s, , , ,= + = ( )1

u N a b
N N

NN N N 0 2, ln cos , ,δ δ δ δ( ) = − ( ) ( ) =
− ′





 (3.12)

where N′ is the number of the current iteration; a, b are random numbers [0, 1]; Xi
s is the compo-

nent of the vector Xs; u is the distribution function.
Step 5. An arrangement of vectors.
All vectors, including parent and offspring, are ordered by decreasing error. If the number of 

vectors exceeds S, the population is reduced to S. If the current iteration is less than N, then  
go to Step 3.

Step 6. The reduction of the dimensionality of the feature space.
At this stage, an improved genetic algorithm is used to reduce the feature space, which was 

developed in work [4].
For the genetic algorithm [4] of dimensionality reduction, the input data of the algorithm are 

the table of observations, the parameters of the algorithm and the array of chromosomes.
Step 7. Learning knowledge bases.
In this research, the learning method based on evolving artificial neural networks, developed in 

the research [2], is used for training knowledge bases.
The end of algorithm.
The proposed method of finding solutions using the population algorithm of global search op-

timization.
The proposed method was simulated in the MathCad 14 software environment (USA). The task 

to be solved during the simulation was to determine the route of the ships in the operational zones 
of the Black and Azov seas in the conditions of hybrid actions of the enemy.
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The list of hybrid actions that can be used against the forces (troops) of the Naval Forces in 
the course of their performance of the tasks of protecting the economic activity of the state at 
sea in the conditions of hybrid actions is as follows:

– a closure of marine areas through which the recommended routes of movement of ves-
sels pass;

– the violation of norms of international maritime law;
– radio-electronic suppression of control and communication systems of forces (troops) of 

the Navy;
– cybernetic influence on the command and communication system of the forces (troops) of 

the Navy;
– the sabotage actions against the forces (troops) of the Navy and objects of economic activity 

of the state;
– special actions against the forces (troops) of the Navy and objects of economic activity of 

the state;
– informational and psychological influence on the personnel of the forces (troops) of the Navy.
The movement of ships outside the limits of the recommended routes requires the implemen-

tation of measures for their protection by the forces (troops) of the Navy through:
– the probability of the presence of sea mines on such routes;
– the possibility of negative impact on commercial shipping, which is carried out on new routes. 
The negative impact is:
– the use of underwater diversionary forces and devices by the enemy against ships from the 

training areas that are close to the new shipping routes;
– the possibility of covert placement of sea mines by the enemy on new shipping routes, etc.
Then the task of choosing the movement of ships should be carried out using the forces and 

devices of the Navy of the Armed Forces of Ukraine and is reduced to the typical task of a traveling 
salesman, which consists in finding the most profitable route.

An example of the temporary closure for navigation of the maritime areas of the Black Sea un-
der the pretext of naval exercises as of 21.09.2021, during which the determination of alternative 
routes for the movement of vessels is shown in Fig. 3.1.

The number of iterations, the minimum and maximum population size, the minimum and maxi-
mum number of scattered seeds, as well as the initial and final standard deviation are given in  
the Table 3.5. To simplify and speed up the numerical experiments, optimization was carried out for 
the two-dimensional functions of Himmelblau and Rosenbrock (Table 3.5).

Table 3.6 shows a comparison of the effectiveness of swarm optimization algorithms for solv-
ing the task of laying out the route of the movement of ships according to the Rastrigin function.

An analysis of the results given in Table 3.6 allow to conclude that the improved algorithm of 
invasive weeds increases the efficiency of data processing at the level of 21–27 %.

The effectiveness of the proposed method, unlike the existing ones, is explained by the pre-
sence of additional procedures and the improvement of canonical ones.
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 Fig. 3.1 An example of temporary closure for navigation of maritime areas of the Black Sea 
under the pretext of naval exercises as of 21.09.2021

Poti

Sochy

Novorossiysk

Temryuk

Yeisk

Black Sea

Crimea

Azov Sea

Recommended ways of vessel 
movement

Marine areas temporarily closed 
for movement

Constanta

Mariupol
Berdyansk

Kerch

Chornomorsk
OdesaOchakiv Kherson

Skadovsk

Novoozerne

Sevastopol

Mykolayiv

Danube

 Table 3.5 Computational efficiency results for route finding for Himmelblau and Rosenbrock functions

Function name
The 
number of 
iterations

Calculation error

Canonical IWO algo-
rithm

Improved IWO algo-
rithm

Himmelblau function 

f x y x y x y,( ) = + −( ) + + −( )2 2 2 2
11 7

100 20.9·10–11 180.6

500 4.09·10–11 180.6

1000 1.9·10–11 180.6

Rosenbrock function 

f x y a y x x,( ) = − ⋅ −( ) − −( )2 2 2 2
1

100 0.00746 –0.0019

500 12·10–11 –0.000000001

1000 4.45·10–11 –0.0000000006

The advantages of the proposed method are due to the following:
– while exhibiting weed agents, the type of uncertainty is taken into account (Step 2);
– the universality of solving the task of analyzing the state of objects of weed agents due to 

the hierarchical nature of their description (expressions (3.11)–(3.13));
– the possibility of quick search for solutions due to the simultaneous search for a solution by 

several individuals (Steps 1–7);
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– the adequacy of the obtained results (expressions (3.11)–(3.13));
– the ability to avoid the local extremum problem (Steps 1–7);
– the possibility of in-depth learning of knowledge bases (Step 7);

 Table 3.6 Comparison of the efficiency of swarm optimization algorithms for solving the task of laying 
the route of the movement of ships according to the Rastrigin function

The name of the optimization algorithm
Rastrigin function

10 parameters 50 parameters 100 parameters

Canonical algorithm of invasive weeds [23] 1 1 0.33519

Improved invasive weed algorithm 1 1 0.5

Canonical algorithm of ant colonies [16] 0.37 0.27 0.18

The canonical cuckoo algorithm [16] 0.96 0.7 0.29

Canonical firefly algorithm [19] 0.62 0.5 0.19

Canonical algorithm of bats [16, 22] 0.43 0.96 1

Canonical algorithm of artificial bee colonies 0.81 0.49 0.23

Canonical algorithm for finding a school of fish [22] 0.48 0.38 0.11

Canonical particle swarm algorithm [16, 22] 0.21 0.12 0.06

Random search [20] 0.18 0.14 0.07

Canonical algorithm of a flock of gray wolves [16, 22] 0 0 0

The main advantages of the proposed method are:
– it has a flexible hierarchical structure of indicators, which allows to reduce the task of 

multi-criteria evaluation of alternatives to one criterion or using a vector of indicators for selection;
– the unambiguousness of the obtained assessment of the state of the analysis object;
– the universality of application due to adaptation of the system of indicators during work;
– it does not accumulate learning error due to the use of the learning procedure;
– the possibility of comprehensive learning of the architecture and parameters of artificial 

neural networks;
– taking into account the type of uncertainty of the initial data while building models of a hete-

rogeneous analysis object;
– the possibility of finding a solution in several directions;
– high reliability of the obtained solutions while searching for a solution in several directions;
– the reduction of the space of features while assessing the state of the analysis object using 

an improved genetic algorithm;
– the absence of falling into the local optimum trap.
The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of the analysis object due to the con-

struction of the membership function;
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– lower accuracy of assessment on a single parameter of assessment of the state of the 
analysis object;

– the loss of credibility of the obtained solutions while searching for a solution in several 
directions at the same time;

– lower assessment accuracy compared to other assessment methods.
This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessment of the state of a heterogeneous analysis object;
– to reduce the use of computing resources of decision-making support systems.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proving information 
from intelligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

3.3 The development of a solution search method using an improved fish 
shoaling algorithm

The proposed algorithm is an improved algorithm for schools of fish and consists of the follow-
ing sequence of actions:

Step 1. Input of initial data. At this stage, the initial data available about the object to be 
analyzed are entered. The existing model of the analysis object is also initialized. At this stage, the 
solution matrix D is filled: each column is filled with a subset of Fk.

Step 2. Processing of raw data taking into account the degree of uncertainty.
At this stage, the type of uncertainty is taken into account about the object to be analyzed and 

initialization of the basic state model of the object to be analyzed [2, 19, 21]. At the same time, 
the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty. This is 
done with the help of correction coefficients.

Step 3. Individual stage of swimming agents. For each agent, the search for the best solution 
is performed in the neighborhood of the given solution. Since it is impossible to define the concept 
of a solution neighborhood for this type of problem, let's consider this procedure. While choosing 
a feeding source, the degree of noise about the condition of the object of evaluation is taken into 
account. The degree of noise is defined as total noise, partial noise and reliability.

Step 3.1. At the first stage, each column of the decision matrix D is considered. In each co-
lumn, the elements dik and dik+1 are interchanged, where i is the column number, k is an odd number.
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Step 3.2. The second stage is similar to the first, with the difference that k is an even number.
Step 4. Checking the fitness function of the found solution. If the fitness function has improved, 

it is possible to consider that displacement has occurred. If the FA went outside the aquarium, it is 
possible to consider that there was no movement.

Step 5. FA feeding procedure. At this stage, it is necessary to fix the improvement of the cur-
rent FA solution with respect to other FA in the jamb using the genetic algorithm developed in the 
work [22]. For this, such a property of FA as its weight will be used: W f fi i= ∆ ∆max , where Δfi is 
the value of the improvement of the value of the fitness function for another FA.

Step 6. Instinctive collective swimming FA. Each FA is affected by the entire population as  
a whole and the influence of an individual FA is proportional to its success in the individual swimming 
stage. After that, the entire population shifts by the size of the migration step, which characterizes 
the movement of the entire FA jamb.

To calculate the migration step, it is necessary to consider the process of moving one FA in the 
direction of another [24–30]. Let the current solution for this FA be D1. In order to make a move 
to an BA that has a solution D0, it is necessary to sequentially review the columns of the matrix D0 
from left to right. In each column, it is necessary to find out the relative location of the elements dik 
and dik+1, where i is the number of the column, k is an odd number. If in the matrix D1 the location 
of the dik and dik+1 elements does not coincide with the position of D0, then the places of these 
elements are exchanged. If one of the elements is zero, then the replacement of elements in D1 
will be carried out if the modulus of the difference between the number of zeros over a nonzero 
element in the matrix D0 and the number of zeros over a nonzero element in the matrix D1 becomes  
smaller [31–36]. A move with a given probability α is a move in which the comparison and inter-
change of the elements dik and dik+1 in matrices D0 and D1 is carried out with probability α.

To calculate the migration step, it is necessary for each fish to move with a given probability α.  
For this, the amount is calculated, Sum fi

N
= ∆∑1

 is the sum of improvements in the fitness  
function for each FA in the population. Then each FA in the jamb will move to other FA with proba-
bility α = ∆f Sumi .

Step 7. Calculation of the center of gravity of the jamb. This stage is preparatory for the next 
stage of the algorithm and consists in calculating a weighted decision regarding the total weight of 
the entire jamb. In this case, the calculation of the barycenter is performed as follows: the agents 
are arranged as the weight decreases; starting with the FA, the weight of which is the smallest, 
moving with a given probability ρ to the heaviest FA. The barycenter is the result of such a movement.  
The probability ρ is a controlled parameter.

Step 8. Collective voluntary swimming FA. At this stage of the algorithm, it is determined how the 
weight of the shoal of fish has changed compared to the previous iteration. If it has increased, then 
the population has approached the region of the maximum of the function, therefore it is necessary 
to narrow the circle of its search, thereby revealing the intensification properties. And vice versa:  
if the weight of the jamb has decreased, then the agents are looking for a maximum in the wrong place, 
so it is necessary to change the direction of the trajectory and identify diversification properties.
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For this stage, it is necessary to determine the distance between two FA. Determining the 
distance takes place in two stages.

Step 8.1. At the first stage, it is necessary to sequentially review the columns of matrix D from 
left to right. In each column, it is necessary to find out the relative location of the elements dik and 
dik+1, where i is the number of the column, k is an odd number. If in the matrix Dbarycenter is the matrix 
of the agent's decision corresponding to the previously calculated barycenter – the location of the 
elements dik and dik+1 does not coincide, then the degree of difference increases by 1, otherwise 
it does not increase.

Step 8.2. The second stage is carried out when k is an even number. The degree of difference 
is the distance between the two agents.

Collective voluntary swimming occurs with the help of moving in the direction of the FA bary-
center with probability:

β = ⋅ ( ) ⋅ ( )collStep rand
dist

dist
0 1;

max
,

where dist is the distance between the current agent and the barycenter; max(dist) is the maxi mum 
distance between the FA in the jamb and the barycenter; collStep is the free displacement step; 
rand (0, 1) is a random number from 0 to 1.

Step 9. Changing the FA swimming parameters. At this stage, the step of individual movement 
of each FA changes depending on the iteration number. This procedure is used to increase the 
efficiency of the algorithm and faster convergence.

Step 10. Learning FA knowledge bases.
In this research, the learning method based on evolving artificial neural networks developed in 

the research [2] is used to learn the knowledge bases of each FA.
The end of algorithm.
The proposed method of finding solutions using the improved algorithm of schools of fish.  

In order to evaluate the effectiveness of the developed method, its comparative evaluation was 
performed based on the results of research presented in works [3–6, 23, 24, 37].

Simulation of the solution search processing method was carried out in accordance with 
Steps 1–10. The proposed method was simulated in the MathCad 14 software environment (USA). 
The assessment of the elements of the operational situation of the group of troops (forces) was 
the task to be solved during the simulation.

Initial data for assessing the state of the operational situation using the improved method:
– the number of sources of information about the state of the monitoring object is 3 (radio 

monitoring tools, remote sensing of the earth and unmanned aerial vehicles) To simplify the model-
ing, the same number of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is deter-
mined – 12. Such parameters include: ownership, type of organizational and staff formation,  
priority, minimum width along the front, maximum width along the front. The number of personnel, 
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minimum depth along the flank, maximum depth along the flank, the number of samples of weapons 
and military equipment (WME), the number of types of WME samples and the number of communi-
cation devices), the type of operational construction are also taken into account;

– the variants of organizational and personnel formations are company, battalion, brigade.
The results of the comparative evaluation according to the criterion of efficiency of evaluation 

with known scientific studies are shown in Table 3.7.

 Table 3.7 The results of problem solving

No. itera-
tion 

Method of branches 
and boundaries [17]

Genetic algo-
rithm [12]

Canonical fish algo-
rithm [23]

Improved fish 
algorithm

N T, s T, s T, s T, s

5 1.125 1.125 1.125 1.05

10 0.625 0.625 0.625 0.450

15 48.97 58.20 58.28 55.71

20 106.72 44.29 43.75 41.33

30 –0.1790 –0.0018 –0.0002 –0.00008

40 –0.158 –0.070 –0.069 –0.08

50 97.76 –974.30 –3.72 –331.18

100 –133.28 –195.71 –196.24 –198.12

200 7980.89 7207.49 7198.43 7022.85

As it can be seen from the Table 3.7, the gain of the specified method of finding solutions is 
from 11 to 15 % according to the criterion of data processing efficiency.

The advantages of the proposed method are due to the following:
– the type of uncertainty is taken into account while issuing FA (Step 2);
– the universality of solving the task of analyzing the state of FA objects due to the hierarchical 

nature of their description (Steps 1–10);
– the possibility of quick search for solutions due to the simultaneous search for a solution by 

several individuals (Steps 1–10, Table 3.7);
– the adequacy of the obtained results (Steps 1–10);
– the ability to avoid the local extremum problem (Steps 1–10);
– the possibility of in-depth learning of FA knowledge bases (Step 10).
The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of the analysis object due to the con-

struction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of the 

analysis object;
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– the loss of credibility of the obtained solutions while searching for a solution in several 
directions at the same time;

– lower assessment accuracy compared to other assessment methods.
This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessment of the state of a heterogeneous analysis object;
– to reduce the use of computing resources of decision-making support systems.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proving information 
from intelligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

This research is a further development of researches aimed at developing method princi-
ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

3.4 The development of a solution search method using an improved jumping 
frog algorithm

The method of finding solutions using the improved jumping frog algorithm consists of the 
following sequence of actions:

Step 1. Input of initial data. At this stage, the initial data available about the object to be ana-
lyzed are entered. The existing model of the analysis object is also initialized. The initialization of the 
initial population of frog agents (FA) is represented as a set of points of the space of permutations Sn 
with a Kendall metric of the form S = …( )s s sn1 2, , ,   . Every element of the vector corresponds to 
the features of the observation table, n is the number of features. The value of the element of the 
vector si = 0 shows that the i-th feature does not participate in the classification si = 1, means that 
the first feature is used by the classifier. In this step, a modification of algebraic operations is pro-
posed, which allows the algorithm to operate on binary input vectors, since all arithmetic operators 
are replaced by logical ones. According to this idea, the operations of multiplication, addition and 
subtraction are replaced by conjunction, disjunction and strict disjunction, respectively:

S r S S Sb w w
∗ = ∧ ⊕( ) ∨ , (3.13)

where r is an arbitrary binary vector.
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Step 2. Processing of raw data taking into account the degree of uncertainty.
At this stage, the type of uncertainty is taken into account about the object to be analyzed and 

initialization of the basic state model of the object to be analyzed [2, 19, 21]. At the same time, 
the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty. This is 
done with the help of correction coefficients.

Step 3. Calculation of the value of the criterion of optimality of each permutation from the 
initial population of FA. This procedure is carried out using an improved genetic algorithm developed 
by the authors in the work [22].

Step 4. Ordering of the decision in order of decreasing value of the criterion of optimality.
Step 5. Global search of FA.
The procedure consists in sorting the input vectors by the value of the fitness function and 

dividing the population of FA into subgroups. Within each subgroup, a local search is carried out 
independently, in which the worst vectors are updated.

In the fitness function, it is important to take into account both the quality of the construction 
of the classification model and the share of selected features in order to reduce their number:

Fit Error
n
n

S S( ) = × ( ) −( ) ×+
∗

α α1 , (3.14)

where Error(S) is the classification error on the vector S; n* is the number of elements in the 
vector S equal to one; α is the priority coefficient of one part of the function over another.

Vectors are updated according to the following principle. Zb and Zw  are selected and are vec-
tors with the best and worst value of the fitness function in the group. Then, the intermediate 
vector Z∗ is calculated:

Z Z Z Z∗ = × × − +( )r c b w w , (3.15) 

where r is a uniformly distributed random number from 0 to 1; c is the vector update factor. If the value 
of the fitness function of the vector Z* exceeds the fitness function of the vector Zw, Z

* replaces Zw. 
Otherwise, the Z* vector is recomputed, but the global best vector Z0 is used instead of Zb. If even in this 
case it is not possible to improve the vector Zw, it is overwritten with a randomly generated deviation.

The algorithm accepts the following parameters as input: the number of subgroups G, the 
number of vectors in this group F, the update factor of input vectors c, the number of iterations 
for global and local search Tgl and Tk, respectively.

Separation of FA solutions into memplex blocks in such a way that the first FA in the sorted list 
goes to the first memplex, the second FA is entered into the second memplex, etc. This continues 
until all FA are distributed into the specified number of memplexes.

Step 6. Regulation of the speed of movement of the FA.
In each memplex with number k ∈{1, 2,..., K} find the best sk1 and the worst sk2 solution.  

To perform this step, it is necessary to have some continuous vector that characterizes the features. 
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Most often, such a vector is a velocity vector. There is no such vector in the canonical FA algorithm, 
so it is suggested to calculate the speed of the worst vector Sw as follows:

V S S r S S r= −( ) × + −( ) ×0 1 2w b w , (3.16)

where r1 and r2 are vectors filled with random real values in the range from 0 to 1. Then, the 
received value must be matched with a binary equivalent.

Step 6.1. At the first step, the transformation function, taking as input the value of the velo-
city of the element of the vector Sw, calculates a number that belongs to the range [0; 1].

Step 6.2. Direct update of elements according to the transformation rule.
There are several families of transformation functions. The two most commonly used families 

are S- and V-shaped charts. As an S-shaped transformation function, the basic version of the 
sigmoid was used:

F v ei
vi

1 1 1( ) = +( )− , (3.17)

where vi is the speed value of the i-th element.
V-shaped functions have a large variety of variations, so two functions were chosen for the 

research. The first is calculated using the hyperbolic tangent:

F tanhv vi i2 ( ) = ( ) , (3.18)

the second is given by the following expression:

F v v vi i i3
21( ) = + . (3.19)

Transformational rules differ in the principle of updating elements. In the first rule an element 
R1 is given a strictly binary value:

if rand F vi< ( ), then si = 1, otherwise si = 0, (3.20)

where F v j( ) is one of the three transformation functions; rand is a uniformly distributed random number; 
rand ∈ 0 1; . The second rule R2 either replaces the element with its opposite or does not change it:

if rand F vi< ( ), then s si i= ⊕ 1. (3.21)

Step 7. Improvement of the position of FA in the search space. An improvement of the position 
of the worst FA by moving it in the direction of the best FA, taking into account the degree of noise 
of the original data [3]. This happens using the crossover operator s = Cross(sk1, sk2).
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Step 8. An improvement of working conditions of FA.
If the previous operation does not improve the solution, try to improve the position of the 

worst FA by moving it in the direction of the globally best FA s = Cross(sk1, s11).
Step 9. Rearrangement of FA.
If the last operation does not lead to an improvement in the position of the FA, then instead of 

the FA, randomly create a new FA in the search area – a permutation.
Step 10. FA unification of all memplexes into one group.
The function compares two binary vectors element by element; if the value of the element at the 

same position coincides, then the given value will be written to this position in the resulting vector. 
Otherwise, a random number is generated from the interval from 0 to 1 [24–30]. If it is less than 
or equal to 0.5, then the corresponding position of the new vector is written by the element from 
the worse vector. Otherwise, an element from a better vector will be displayed at this location.

Thus, the merge function can be given as follows:

merge S S

s s s s s

s s s sw b

i wi bi wi bi

i wi wi bi,

, ;

,( ) =

= = =

= ≠

∗

∗

 if  

 if    and  

 if   and 

rand

s s s s randi bi wi bi

≤

= ≠ >







 ∗

0 5

0 5

. ;

, . ,

 (3.22)

where rand is a random, uniformly distributed number, rand ∈ 0 1; .
Step 11. If the conditions for completing the algorithm are not met, then proceed to Step 3.
Step 12. Search for the best FA.
The last globally best FA corresponds to a suboptimal solution to the problem.
Step 13. Training of the knowledge bases of FA.
In the research, the learning method based on evolving artificial neural networks, developed in 

the research [2], is used to learn the knowledge bases of each FA.
The end of algorithm.
The proposed method of searching for solutions using the improved FA.
Simulation of the work of the solution search method was carried out in accordance  

with Steps 1–13. The proposed method was simulated in the MathCad 14 software environ- 
ment (USA). The assessment of elements of the operational situation of the group of troops (forces)  
was the task to be solved during the simulation.

Initial data for assessing the state of the operational situation using the improved method:
– the number of sources of information about the state of the monitoring object is 3 (radio 

monitoring tools, remote sensing of the earth and unmanned aerial vehicles) To simplify the model-
ing, the same number of each tool was taken – 4 tools each;

– the number of informational signs by which the state of the monitoring object is deter-
mined – 12. Such parameters include: ownership, type of organizational and staff formation,  
priority, minimum width along the front, maximum width along the front. The number of personnel, 
minimum depth along the flank, maximum depth along the flank, the number of samples of weapons 
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and military equipment (WME), the number of types of WME samples and the number of communi-
cation devices), type of operational construction are also taken into account;

– the variants of organizational and personnel formations are company, battalion, brigade.
Two-time cross-validation was used in the simulation. The algorithm was run 30 times on each 

sample. The resulting classification quality scores were averaged over the number of runs and 
two samples of each signature. The following indicators were recorded: overall accuracy, type I 
error (False Rejection Rate, FRR), type II error (False Acceptance Rate, FAR) and the number of 
features remaining in the set.

The structure of the classifier was generated by the algorithm taking into account the extreme 
values of the classes. Triangular functions of accessories were chosen as terms. The FA parame-
ters are as follows: the number of groups is 4, each of them has 10 vectors; local iterations 5, 
global iterations 50. The coefficient in the fitness function was equal to 0.5. Table 3.8 presents 
the list of binarization methods and their designations used in FA.

 Table 3.8 Numbering of FA binarization

Method

MAO Modified algebraic operations (3)

Merge Merge operation (4)

MAOm Modified algebraic operations + merger operation (5)

F1R1 Transformation function F1(7) + rule R1(10)

F2R1 Transformation function F2(8) + rule R1(10)

F3R1 Transformation function F3(9) + rule R1(10)

F1R2 Transformation function F1(7) + rule R2(11)

F2R2 Transformation function F2(8) + rule R2(11)

F3R2 Transformation function F3(9) + rule R2(11)

F1R1m Transformation function F1(7) + rule R1(10) + merge operation

F2R1m Transformation function F2(8) + rule R1(10) + merge operation

F3R1m Transformation function F3(9) + rule R1(10) + merge operation

F1R2m Transformation function F1(7) + rule R2(11) + merge operation

F2R2m Transformation function F2(8) + rule R2(11) + merge operation

F3R2m Transformation function F3(9) + rule R2(11) + merge operation

Table 3.9 contains the obtained classification indicators on test samples. The best results by 
indicator are marked in bold.

The average ranks obtained while comparing the results of all users using the Friedman crite-
rion are presented in Table 3.10.
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 Table 3.9 The results of building a fuzzy classifier on subsets of features selected by the FA

Method Precision FRR FAR Signs

MAO 83.9 ± 7.5 25.1 ± 14.0 7.1 ± 8.1 43.9 ± 4.3

merge 86.7 ± 6.9 20.2 ± 13.0 6.3 ± 7.6 34.2 ± 3.6

MAOm 85.5 ± 7.7 21.1 ± 14.3 7.9 ± 9.2 20.5 ± 4.1

F1R1 85.2 ± 7.4 23.0 ± 13.3 6.5 ± 8.0 40.4 ± 4.1

F2R1 85.6 ± 7.3 21.9 ± 13.5 7.0 ± 8.2 28.0 ± 4.2

F3R1 86.1 ± 7.2 20.7 ± 13.7 7.0 ± 8.3 24.6 ± 4.3

F1R2 83.8 ± 7.6 25.4 ± 14.2 7.1 ± 8.2 43.5 ± 4.1

F2R2 87.0 ± 7.2 19.3 ± 13.3 6.8 ± 8.1 30.0 ± 4.0

F3R2 87.1 ± 7.0 19.4 ± 13.1 6.4 ± 7.7 31.1 ± 4.0

F1R1m 85.3 ± 7.3 23.2 ± 13.5 6.2 ± 7.8 39.1 ± 3.9

F2R1m 85.9 ± 7.5 20.1 ± 13.9 8.0 ± 9.3 19.7 ± 5.1

F3R1m 85.6 ± 7.7 20.1 ± 14.1 8.6 ± 9.6 17.6 ± 4.6

F1R2m 84.2 ± 7.4 24.2 ± 13.6 7.5 ± 8.6 44.8 ± 4.1

F2R2m 87.1 ± 7.0 19.0 ± 12.9 6.9 ± 8.1 29.4 ± 4.0

F3R2m 86.7 ± 6.9 20.0 ± 13.0 6.7 ± 7.9 30.1 ± 3.9

 Table 3.10 Average ranks according to the Friedman criterion

Method Precision FRR FAR Signs

МАО 4.8 11.3 7.8 13.9

merge 10.9 6.2 6.1 10.0

MAOm 5.9 8.9 10.5 2.8

F1R1 8.1 9.2 6.4 11.9

F2R1 7.1 9.0 8.4 5.3

F3R1 8.0 8.0 8.1 4.0

F1R2 4.7 12.1 7.5 13.5

F2R2 11.0 4.6 7.3 7.4

F3R2 11.6 5.1 5.7 8.9

F1R1m 8.4 9.7 5.3 11.1

F2R1m 6.9 7.4 11.0 2.2

F3R1m 6.1 7.6 12.0 1.0

F1R2m 5.5 10.2 8.9 14.6

F2R2m 11.1 4.6 8.0 6.0

F3R2m 10.1 6.2 7.1 7.5



93

3 The development of methods for evaluating the state of complex technical systems  
using artificial intelligence theory

CH
AP

TE
R 

 3

The best overall accuracy results were demonstrated by V-shaped transformation functions 
with a rule R2(23). At the same time, the function F2(21) showed the best result in combination 
with the fusion operation and the function F3(22) – individually. The error of the first kind turned 
out to be the smallest during use F2 with the rule R2 both in the absence and in the presence of 
a merger operation. The smallest error of the second kind was obtained using F1(20) and rules R1

(22) in combination with the merging operation. The function F3 showed the best feature reduction 
ability with the rule R1 and the merger operation.

The results of the comparative evaluation according to the criterion of efficiency of evaluation 
are shown in the Table 3.11.

 Table 3.11 The results of solving the problem

No. iterations Method of branches 
and boundaries [17] Genetic algorithm [12] Canonical FA [23] Improved FA

N T, s T, s T, s T, s

5 1.125 1.125 1.125 1.05

10 0.625 0.625 0.625 0.450

15 48.97 58.20 58.28 55.71

20 106.72 44.29 43.75 41.33

30 –0.1790 –0.0018 –0.0002 –0.00008

40 –0.158 –0.070 –0.069 –0.08

50 97.76 –974.30 –3.72 –331.18

100 –133.28 –195.71 –196.24 –198.12

200 7980.89 7207.49 7198.43 7022.85

As can be seen from the Table 3.11, the gain of the specified solution search method is from 
14 to 18 % according to the criterion of data processing efficiency.

The main advantages of the proposed method are:
– it has a flexible hierarchical structure of indicators, which allow to reduce the task of multi-cri-

teria evaluation of alternatives to one criterion or using a vector of indicators for selection;
– a smaller error in assessing the state of the object due to the improved transforma- 

tion procedure;
– an unambiguousness of the obtained assessment of the state of the analysis object;
– the universality of application due to adaptation of the system of indicators during work;
– it does not accumulate learning error due to the use of the learning procedure;
– the possibility of comprehensive learning of the architecture and parameters of artificial 

neural networks;
– taking into account the type of uncertainty of the initial data while building models of a hete-

rogeneous object of analysis;
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– the possibility of finding a solution in several directions;
– high reliability of the obtained solutions while searching for a solution in several directions;
– the absence of falling into the local optimum trap.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proving information 
from intelligence sources.

The advantages of the proposed method are due to the following:
– the type of uncertainty is taken into account while setting up FA (Step 2);
– during the movement of the FA, the degree of noise of the data on the object state is taken 

into account;
– the universality of solving the task of analyzing the state of FA objects due to the hierarchical 

nature of their description (Steps 1–13);
– the possibility of quick search for solutions due to the simultaneous search for a solution by 

several individuals (Steps 1–13);
– the adequacy of the obtained results (Steps 1–13);
– the ability to avoid the local extremum problem (Steps 1–13);
– taking into account the degree of noise of the data on the object state during the movement 

of the vehicle (Step 7);
– using improved binarization procedures (Step 1, expression (3.13));
– by calculating the speed of the vehicle (Step 6, expressions (3.16), (3.17));
– the possibility of in-depth learning of the knowledge bases of FA (Step 13).
The disadvantages of the proposed method include:
– the loss of informativeness while assessing the state of the analysis object due to the con-

struction of the membership function;
– lower accuracy of assessment on a single parameter of assessment of the state of the 

analysis object;
– the loss of credibility of the obtained solutions while searching for a solution in several 

directions at the same time;
– lower assessment accuracy compared to other assessment methods.
This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessment of the state of a heterogeneous analysis object;
– to reduce the use of computing resources of decision-making support systems.
The proposed approach should be used to solve problems of evaluating complex and dynamic 

processes characterized by a high degree of complexity.
This research is a further development of researches aimed at developing method princi-

ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].
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The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

Conclusions

1. The method implementation algorithm is determined, thanks to additional and improved 
procedures, which allows:

– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of the BA search;
– to carry out the initial exhibition of BA individuals, taking into account the type of uncertainty;
– to carry out accurate training of BA individuals using expressions;
– to determine the best BA individuals using a genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
2. Example of using the proposed method is conducted on the example of assessing and fore-

casting the state of the operational situation of a group of forces. The specified example showed an 
increase in the efficiency of data processing at the level of 13–21 % due to the use of additional 
improved procedures of adding correction coefficients for uncertainty and noisy data, selection of 
BA and training of BA.

3. The method implementation algorithm is defined, which allows:
– to take into account the type of data uncertainty;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of search by weed agents;
– to conduct an initial display of individuals of weed agents, taking into account the type of 

uncertainty;
– to carry out accurate training of individuals of weed agents;
– to reduce the space of features while assessing the state of the analysis object with the help 

of an improved genetic algorithm;
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– to conduct a local and global search taking into account the degree of noise of the data on 
the state of the analysis object;

– to conduct training of knowledge bases, which is carried out by training the synaptic weights 
of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
4. An example of the use of the proposed method was carried out on the example of choos-

ing the route of the movement of ships in the operational zones of the Black and Azov Seas. The 
specified example showed an increase in the efficiency of data processing at the level of 21–27 % 
due to the use of additional improved procedures for the selection of individuals and deep learning.

5. The method implementation algorithm is defined, thanks to additional and improved proce-
dures, which allows:

– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of the FA search;
– to carry out the initial display of FA individuals taking into account the type of uncertainty;
– to carry out accurate training of FA individuals;
– to determine the best FA individuals using a genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
6. Example of using the proposed method is conducted on the example of assessing and fore-

casting the state of the operational situation of a group of forces. The specified example showed an 
increase in the efficiency of data processing at the level of 18–25 % due to the use of additional 
improved procedures of adding correction coefficients for uncertainty and noisy data, selection  
of FA, as well as training of FA.

7. The method implementation algorithm was determined, thanks to additional and improved 
procedures, which allows:

– to take into account the type of uncertainty and noisy data;
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– to take into account the available computing resources of the state analysis system of the 
analysis object;

– to take into account the priority of the traffic of vehicles;
– to carry out the initial display of individuals of FA, taking into account the type of uncertainty;
– to carry out accurate training of FA individuals;
– to determine the best individuals of FA using a genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to calculate the speed of the vehicle;
– to avoid the problem of local extremum.
8. Example of using the proposed method is conducted on the example of assessing and fore-

casting the state of the operational situation of a group of forces. The specified example showed an 
increase in the efficiency of data processing at the level of 14–18 % due to the use of additional 
improved procedures for adding correction coefficients for uncertainty and noise in data, FA selec-
tion, calculation of FA movement speed and FA training.
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abstract

A set of training methods for artificial neural networks of intelligent decision-making sup-
port systems has been developed. A distinctive feature of the proposed methods is that not 
only the synaptic weights of the artificial neural network, but also the type and parameters 
of the membership function are trained. If it is impossible to ensure the specified quality of 
functioning of artificial neural networks due to learning the parameters of the artificial neural 
network, the learning of the architecture of artificial neural networks takes place. The choice 
of the architecture, type and parameters of the membership function takes place taking into 
account the computing resources of the tool and taking into account the type and amount of 
information entering the input of the artificial neural network. Due to the use of the proposed 
methods, there is no accumulation of learning errors of artificial neural networks as a result 
of processing information received at the input of artificial neural networks. Also, a distinctive 
feature of the developed methods is that no preliminary calculation data is required for data cal-
culation. The development of the proposed methods is due to the need to train artificial neural 
networks for intelligent decision-making support systems, with the aim of processing a larger 
amount of information, with the unambiguity of the decisions being made. 

According to the results of the research, it was established that the specified training 
methods provide an average of 10–18 % higher training efficiency of artificial neural networks 
and do not accumulate errors during training. These methods will make it possible to conduct 
training of artificial neural networks, to determine effective measures to increase the efficiency 
of the functioning of artificial neural networks. 

The use of the specified methods will allow to increase the efficiency of the functioning 
of artificial neural networks due to the learning of the parameters and architecture of ar-
tificial neural networks, to reduce the use of computing resources of decision-making sup-
port systems. 

The developed methods will make it possible to develop measures aimed at increasing the 
effectiveness of learning artificial neural networks; increase the efficiency of information pro-
cessing in artificial neural networks.
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4.1 The development of a method for learning artificial neural networks with 
an evolving architecture

Decision making support systems (DMSS) are actively used in all spheres of people's life. They 
are especially popular while processing large data sets, providing informational support for the 
decision-making process by decision makers.

The conducted analysis of scientific research [1–10] shows that currently the basis of existing 
DMSS are artificial intelligence methods.

The creation of intelligent DMSS became a natural continuation of the widespread use of classi-
cal DMSS. Intelligent DMSS provide information support for all production processes and services of 
enterprises (organizations, institutions). Designing, manufacturing and sales of products, financial and 
economic analysis, planning, personnel management, marketing, support for the creation (operation, 
repair) of products and prospective planning are carried out with the help of intelligent DMSS. Also, 
the mentioned intellectual DMSS have been widely used to solve specific military tasks, namely [1, 2]:

– planning deployment, operation of communication and data transmission systems;
– automation of the management of troops and weapons;
– collection, processing and generalization of intelligence information about the state of intel-

ligence objects, etc.
The main tool for solving calculation and other tasks in modern intelligent DMSS are artificial 

neural networks (ANN), which are evolving.
Evolving ANN have both universal approximating properties and fuzzy inference capabilities. 

Evolving ANN have become widely used to solve various tasks of intelligent data analysis, identifica-
tion, emulation, forecasting, intelligent management, etc.

Evolving ANN ensure stable operation in conditions of nonlinearity, uncertainty, stochasticity 
and chaos, various types of disturbances and disturbances.

Despite their rather successful application for solving a wide range of tasks of intelligent data 
analysis, these systems have a number of disadvantages associated with their use.

Among the most significant shortcomings, the following can be distinguished:
1. The complexity of choosing a system architecture. As a rule, a model based on the principles 

of computational intelligence has a fixed architecture. In the context of ANN, this means that 
a neural network has a fixed number of neurons and connections. In this regard, adaptation of the 
system to new data arriving for processing, which have a different nature from the previous data, 
may be problematic.
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2. Training in batch mode and training during several epochs requires significant time resources. 
Such systems are not adapted to work in online mode with a fairly high rate of arrival of new data 
for processing.

3. Many of the existing systems of computational intelligence cannot determine the evolving rules by 
which the system develops and can also represent the results of their work in terms of natural language.

Thus, the task of developing new training methods for ANN that will allow to solve the men-
tioned difficulties is urgent.

An analysis of scientific works [1–17] showed that well-known learning methods are used to 
train artificial neural networks. These methods are usually focused on learning synaptic weights 
or membership functions. The use of well-known algorithms (methods, techniques) for learning 
artificial neural networks, even with improved characteristics, does not satisfy the existing and 
prospective requirements for them.

Taking into account the above, the aim is to develop methods for learning artificial neural net-
works for intelligent decision-making support systems to solve the following tasks:

– increasing the amount of information that can be processed by artificial neural networks;
– increasing the reliability of decision making by intelligent decision-making support systems;
– increasing the speed of adaptation of the architecture and parameters of artificial neural 

networks in accordance with emerging tasks;
– the prevention of deadlocks under our training of artificial neural networks;
– ensuring the predictability of the learning process of artificial neural networks;
– ensuring the unambiguity of decisions made by intelligent decision-making support systems.
The architecture of the evolving multi-layered neuro-fuzzy system is shown in Fig. 4.1 con-

sists of five consecutive layers.
The neuro-fuzzy system is fed to the input (zero) layer n ×( )1  – measurement vector  

of image signals x k x k x k x kn( ) = ( ) ( ) ( )( )1 2, ,...,
T
 (here k = 12, ... is the current discrete time)  

to be processed.
The first hidden layer contains nh membership functions µ li ix i n l h( ) = =, , ,..., ; , ,..., .  12 12  Thus, 

h membership functions are given for each input. The first hidden layer performs fuzzification of 
the input space. At the same time, it is meant that both the actual parameters of these functions 
and their number should be adjusted during the learning-evolution process: in Fig. 4.1 is the 
number of nodes of the first hidden layer µh.

The second hidden layer provides aggregation of membership levels calculated in the first 
hidden layer and consists of h multiplication blocks.

The third hidden layer is the layer that adjusts the synaptic weights w w wh1 2, ,..., , which are to 
be determined in the process of supervised learning.

The fourth hidden layer is formed by two adders, which calculates the sums of the output 
signals of the second and third hidden layers.

And, finally, in the fifth (output) layer, defuzzification is performed, as a result of which the 
output signal NFS (neuro-fuzzy system) is calculated y k� ( ).
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 Fig. 4.1 The architecture of a multi-layered evolving neuro-fuzzy system
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Thus, if a vector signal is applied to the input of the neuro phase of the system x k( ), the 
elements of the first hidden layer phase it by calculating the membership levels 0 1< ( )( ) ≤µ li ix k . 
Usually, traditional Gaussians are used as membership functions:

µ
σ

li i
i li

i

x k x k c( )( ) = −
( ) −( )







exp ,

2

22
 (4.1)

where cli is the center parameter of the l-th membership function of the i-th input; σ i  is the width 
parameter of the membership function of the i-th input.

It is worth noting that preliminary normalization of data for some interval, for example, 
− ≤ ( ) ≤1 1x ki  allows to simplify calculations, because the parameters of the width can be as-
sumed to be the same for all inputs, i.e. σ σi = .

In addition to Gaussians (4.1), other nuclear functions can be used, for example, B-splines 
that meet the unit breakdown condition, paired wavelets, flexible activation-belonging func- 
tions [18, 19], etc.

In the second hidden layer, aggregated values are calculated µ li
i

n

ix k
=

∏ ( )( )
1

, while for Gaussians 

with the same width parameters:
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where c c c cl l l l n= ( )1 2, ,..., .
T

Thus, the signals at the outputs of the multiplication blocks of the second hidden layer are similar 
to the signals at the outputs of the neurons of the first hidden layer of conventional radial basis 
function networks (RBFN) [20].

The outputs of the third hidden layer are values w x kl li i
i
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1

, the fourth is w x kl li i
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, finally, a signal appears at the output of the system (of the fifth output layer):
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It is easy to see that the considered system implements a non-linear mapping of the input space 
into a scalar output signal similar to the normalized RBFN [21] and its architecture (at fixed h) 
coincides with the zero-order ANN system (Takagi, Sugeno, Kang'a), that is, the Wang-Mendel ar-
chitecture [22].

In order to understand the interrelationship of the proposed method in the process of 
ANN operation, the authors built a typical ANN operation algorithm with the ANN training me-
thod (Fig. 4.2). The initial stage is the input of the initial data, namely the initial architecture and 
parameters of the artificial neural network (Steps 1–4).

Step 1. The determination of the number of layers in the artificial neural network.
Step 2. The determination of the number of nodes in the artificial neural network layer.
Step 3. Determination of the number of connections between layers and nodes of the artificial 

neural network.
Step 4. Determination of the number of hidden layers of the artificial neural network.
Step 5. Determination of the number and parameters of the membership function (MF).
Step 6. Determination of synaptic weights of artificial neural network connections.



107

4 The development of methods of learning artificial neural networks of intelligent decision-making 
support systems

CH
AP

TE
R 

 4

Step 7. Verification of compliance of the architecture and parameters of the artificial neural 
network with the proposed requirements.

Step 8. Making a decision to adjust the architecture and parameters of the artificial neu-
ral network.

 Fig. 4.2 The algorithm of the functioning and learning 
of an evolving artificial neural network
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Let's consider in detail the stages of the proposed teaching method:
Step 5. Determination of the number and parameters of the membership function.
The process of setting parameters and the number of membership functions is as follows.  

Let the input of the system, which in the initial state in the first hidden layer lacks membership 
functions, receive the first observation of the training sample x x x xn1 1 1 11 2( ) = ( ) ( ) ( )( ), ,..., .

T

This observation forms the first node of the first hidden layer µ1 so c xi i1 1 1( ) = ( ). In this way, 
n membership functions are created and a single synaptic weight w1 0( ) is formed, which is given 
randomly in the interval − ≤ ( ) ≤1 0 11w .

Then for this membership function µ1 the neighborhood radius r determined by the maximum 
possible number of the membership function in the NFS h is given. So, if the membership func-
tions along the axes are uniformly distributed, then:

r
h

=
−
2

1
. (4.2)

Then when the second observation x 2( ) is received the condition is checked:

max .
i i ic x r1 2− ( ) ≤  (4.3)

If this condition is met, the centers of the node's µ1 membership functions are corrected 
according to the rule:

c c x ci i i i1 1 12 1 2 2 1( ) = ( ) + ( ) ( ) − ( )( )η , (4.4)

where η is the learning step parameter. Thus, at η 2 0 5( ) = . :

c
c x

i
i i

1
12

1 2
2

( ) =
( ) + ( )

. (4.5)

If condition (4.3) is not fulfilled, then the second node µ2 is formed membership functions of 
the first hidden layer, the centers of which:

c xi i2 2 2( ) = ( ). (4.6)

Simultaneously with the node µ2 in NFS, a second synaptic weight w2 is introduced, which 
is also given randomly. Let until the moment of receipt of the input NFS observation formed 
membership function µ µ µ1 2, ,..., ,p p h<  of nodes p, with centers c k l p i nli −( ) = =1 12 12, , ,..., ; , ,..., .  
With receipt x k( ), the condition is checked:

max , , ,..., .
i li ic x k r l p− ( ) ≤ ∀ = 12  (4.7)
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If this condition is met, the centers of the membership functions closest to the corresponding 
components x k( ) are corrected according to the rule:

c k c k k x k c kli li i li( ) = −( ) + ( ) ( ) − −( )( )1 1η . (4.8)

It is easy to see that (4.8) is nothing but the self-learning rule of T. Kohonen "The winner 
takes all" [23] with the only difference that the self-learning of the Kohonen map is implemented 
on the hypersphere:

x k( ) =
2

1, (4.9)

and rule (4.8) is on the hypercube:

x k( ) =
∞

1. (4.10)

In the event that condition (4.7) is not fulfilled, the system is formed p +( )1  node p h+ ≤( )1  
with centers of belonging functions:

c k x kp i i+ ( ) = ( )1, . (4.11)

Simultaneously with the node µ p+1, synaptic weight wp+1 is formed.
As can be seen, the mentioned procedure is a hybrid algorithm of evolving N. Kasabov [24] 

and self-organizing maps of T. Kohonen [23]. At the same time, the process of evolution of the 
architecture-self-learning of membership functions can take place both continuously and until the 
number of membership functions is reached.

Tuning of the center and width parameters of the membership functions can be done by  
a tutored algorithm based on the minimization of the objective function. 

Tuning is typically specified using the Euclidean norm and for one pair of training data 
x k y k( ) ( )( ),  which has the form:

E k y k y k y k w x kT( ) = ( ) − ( )( ) = ( ) − ( )( )( )1
2

1
2

2 2
 ϕ . (4.12)

While applying the fastest descent method, the corresponding adaptation formulas in the ge-
neral case for n ×( )1 -dimensional vector of input signals takes the form:

c k c k
E k
crj rj c

rj

+( ) = ( ) −
∂ ( )
∂

1 η , (4.13)
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σ σ η
σσrj rj

rj

k k
E k

+( ) = ( ) −
∂ ( )
∂

1 , (4.14)

where ηc is the learning step parameter for the membership function center parameters; ησ is the 
learning step parameter for the membership function width parameter; r = 1,2,...,h, j = 1,2,...,n.  

To simplify derivative calculations and speed up the calculation of the value of the membership 
function, the formula for adapting the width parameter can be written in the form:

− +( ) = ( ) −
∂ ( )

∂ −( )
−

−
0 5 1

0 5
2

2
.

.
.σ σ η

σσrj rj
rj

k k
E k

 (4.15)

When traditional Gaussians (4.9) are used as membership functions, the corresponding for-
mulas for the gradient of the objective function (4.12) for one pair of training data take the form:

∂ ( )
∂

= ( )( ) − ( )( )( ) ∂ ( )( )
=
∑

E k
c

w x k x k w
x k

crj
l

l

h
l

rj

Tϕ
ϕ

ϕ1

, (4.16)

∂ ( )
∂ −( ) = ( )( ) − ( )( )( ) ∂ ( )( )

∂ −−
=
∑

E k
w x k y x k w

x k

rj
l

l

h
l

0 5 0 52
1. .σ

ϕ
ϕ

T

σσrj
−( )2

, (4.17)

where 

ϕ
µ

µ
l

li
i

n

i

pi
i

n

i
p

hx k
x k

x k
( )( ) =

( )( )
( )( )

=

==

∏

∏∑
1

1

. (4.18)

Derivatives ∂ ( ) ∂ϕ l rjx c  and ∂ ( ) ∂ −( )−ϕ σl rjx 0 5 2. , determined on the basis of (4.9) and (4.18), 
can be written as:

∂ ( )
∂

=
( ) − ( )

( )( )
( )

∂ ( )
∂= ≠

∏
ϕ δ

µ
µ

l

rj

lr l
ri i

i i j

n
ri j

r

x
c

m x t x

m x
x

x

c2
1, jj

, (4.19)

∂ ( )
∂ −( ) =

( ) − ( )
( )( )

( )
∂

−
= ≠
∏

ϕ
σ

δ
µ

µ
l

rj

lr l
ri

i i j

n

i
rx m x t x

m x
x

0 5 2 2
1. ,

ii j

rj

x( )
∂ −( )−0 5 2.

,
σ

 (4.20)

where δ lr is the Kronecker's delta; t x x m x xl li
i

n

i pi i
i

n

p

h

( ) = ( ) ( ) = ( )
= ==

∏ ∏∑µ µ
1 11

, .

Derivatives ∂ ( ) ∂µrj j rjx c  and ∂ ( ) ∂ −( )−µ σrj j rjx 0 5 2.  are determined on the basis of (4.9),  
can be written as:
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∂ ( )
∂

=
−

−
−( )











µ

σ σ
rj j

rj

j rj

rj

j rj

rj

x

c

x c x c
2 2

2

2
exp , (4.21)

∂ ( )
∂ −( ) = −( ) −

−( )









−

µ

σ σ
ri j

rj
j

j rj

rj

x
x c

x c
rj0 5 22

2
2

2.
exp . (4.22)

Step 6. Determination of synaptic weights of artificial neural network connections.
As already noted, well-known learning-identification algorithms can be used to adjust the 

synaptic weights of the neuro-fuzzy system [26, 27]:
– exponentially weighted recurrent least squares method:

w k w k
P k y k w k x k

x k P k
h h

h hT h

hT h( ) = −( ) +
−( ) ( ) − −( ) ( )( )( )

+ ( )( )1
1 1 ϕ

β ϕ −−( ) ( )( ) ( )( ) =

= −( ) +
−( ) ( ) − ( )( )





+

1

1
1

ϕ
ϕ

β

h
h

h

h
h

x k
x k

w k
P k y k y x k

ϕϕ ϕ
ϕ

β
ϕ

hT h h
h

h h
h

x k P k x k
x k

P k P k
P k

( )( ) −( ) ( )( ) ( )( )

( ) = −( ) −
−( )

1

1
1

1

;

hh hT h

hT h h

x k x k P k

x k P k x k

( )( ) ( )( ) −( )
+ ( )( ) −( ) ( )( )











ϕ

β ϕ ϕ

1

1
==

= ( )( ) ( )





< ≤




















 =

−

∑ϕ τ ϕ τ βh hT

r

k

x x
1

1

0 1, ,

 (4.23)

where y t( ) is the external training signal; β is the option to forget outdated information;
– speed-optimized gradient one-step Kachmaj-Widrow-Hoff algorithm:

w k w k
y k w k x k

x k
x kh h

h h

h

h( ) = −( ) +
( ) − −( ) ( )( )

( )( )
( )( )1

1
2

T ϕ

ϕ
ϕ ; (4.24)

– a learning algorithm with both tracking and smoothing properties [27]:

w k w k k y k w k x k x k

k

h h h h h h

h

( ) = −( ) + ( )( ) ( ) − −( ) ( )( )( ) ( )( )−
1 1

1
β ϕ ϕ

β

T ;

(( ) = −( ) + ( )( ) ≤ ≤





 ββ ϕ βh hk x k1 0 1
2
, , 

 (4.25)

and similar procedures.
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Procedure (4.25) is related to algorithm (4.23) by the relation:

βh hk TrP k( ) = ( ), (4.26)

and at β = 0 let's obtain the form of algorithm (4.23).
The process of adjusting the synaptic weights can occur simultaneously with the self-learn-

ing-evolution of the first hidden layer.
Let until the moment of observation x k( ) of p nodes of membership functions µ µ µ1 2, ,..., p 

are formed and calculated vector of synaptic weights w kp −( )1 . Let the condition (4.7) not be 
fulfilled, which immediately leads to the formation of a node µ p+1 and assigning an arbitrary initial 
value of the synaptic weight wp+1. At the same time, the NFS output signal can be presented  
in the form:

y x k w k x k w k x k w
p

p p p p
p p



+ + +
+( )( ) = −( )( ) ( )( ) = −( ) ( )( ) +

1
1 1

11 1
T Tϕ ϕ ϕ ++ ( )( )1 x k , (4.27)

and algorithm (4.24) is:

w k
w k

w
k y k y x kp

p

p

p
p+

+

+ − +( ) =
−( )







 + ( )( ) ( ) − ( )( )





1

1

1 1 11
β

ϕ


xx k

x k

k k x k

p

p p p
p

( )( )
( )( )











( ) = −( ) + ( )( ) +

+

+
+

ϕ

β ββ ϕ ϕ

1

1
2

1
21

;

xx k( )( )








 .

 (4.28)

As it is possible to see, the process of simultaneous evolution-self-learning-supervised learning 
does not cause any computational problems.

Step 7. Verification of compliance of the architecture and parameters of the artificial neural 
network with the proposed requirements.

At this step, the compliance of the architecture and parameters of the artificial neural network 
with the requirements is checked. The specified requirements for the functioning of an artificial 
neural network are put forward at the stage of designing decision making support systems and 
depend on the type and volume of tasks performed by decision making support systems.

Step 8. Making a decision to adjust the architecture and parameters of the artificial neural network.
On the basis of a comparative assessment of the requirements for the operation of ANN and 

their real effectiveness, a decision is made to adjust the parameters of ANN, namely (Steps 6–8 
in the scheme of Fig. 4.2):

– the type and parameters of the membership function;
– synaptic weights between connections.
If it is impossible to meet the necessary requirements for the ANN, a decision is made to 

change the architecture of the ANN and determine the initial parameters of the ANN (Steps 1–5 
in the scheme of Fig. 4.2).
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A method of learning artificial neural networks for intelligent decision making support sys-
tems is proposed. The operation of the proposed method was simulated in the MathCad 14 
software environment.

The effectiveness of the proposed multi-layer neuro-phase system evolving with hybrid learning 
was demonstrated while evaluating a radio communication system with pseudo-random tuning of 
the operating frequency (PRTOF) under the influence of intentional noise interference.

The research of the developed method showed that the specified training method provides an 
average of 16–23 % higher efficiency of training artificial neural networks and does not accumulate 
errors during training.

4.2 The development of Kohonen method of learning artificial neural networks 
with an evolving architecture

The Kohonen network [2] refers to self-organizing networks. This means that they do not get 
the desired output signal when the input training vector arrives, and as a result of training, the 
network divides the input signals into classes, thus forming topological maps.

One of the most important properties of a trained Kohonen network is its ability to generalize. 
The essence of the Kohonen network is that the input vectors are clustered into groups of similar 
vectors. At the same time, the weights of the network are adjusted so that the input images 
belonging to the same cluster activate the same output neuron.

The vector of each of the neurons of the Kohonen network can replace a group of correspond-
ing classified vectors. Thus, this property allows to use this type of network in the field of data 
compression.

It is worth noting that T. Kohonen self-organizing map implements the mapping of the input 
space of dimension n into the output space of dimension m.

The self-organized map has a very simple architecture with direct information transfer. In 
addition to the zero (receptor) layer, it contains a single layer of neurons, which is very often called 
Kohonen layer [2].

Thanks to such an organization, each neuron of the network receives all the information about 
the analyzed image and generates a corresponding response at its output. After that, a competition 
mode occurs in the Kohonen layer, as a result of which a single winning neuron with the maximum 
output signal is determined. This signal through lateral connections ensures the excitation of the 
nearest "neighbors" of the winner and the suppression of the reaction of distant nodes. Self-orga-
nizing maps can have different topologies. However, receptors and neurons are most often located 
in the nodes of a one- or two-dimensional lattice.

Let's consider the architecture of a self-organizing map in more detail. An n-dimensional input 
signal is received at the input of the network. The network contains a single layer of m neurons that 
form rectangular lattices on the plane.
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Neurons are characterized by their location in the network. Each neuron of the Kohonen layer 
is connected to each input of the zero (input) layer by direct connections and to all other neurons 
by transverse connections.

Fig. 4.3 presents Kohonen 1D map.
In the learning process, neighboring neurons influence each other more strongly than those 

located further away. It is the lateral connections in the network that ensure the excitation of 
some neurons and the inhibition of others.

Each neuron from the Kohonen layer forms a weighted sum of signals f x w w xi i
i

, .( ) =
=
∑

1

  

At the same time, if the synapses accelerate, then wij > 0. If the synapses are inhibitory, 

then wij < 0.

 Fig. 4.3 Kohonen 1D map
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Fig. 4.4 shows the proposed artificial neural network learning algorithm. The improvement of 
the specified learning algorithm consists in adding Steps 5–8 to the known methods of learning 
artificial neural networks. 

Thus, additional training of artificial neural networks takes place, which was not taken into 
account in the works [1–17]:

– an architecture of artificial neural networks depending on the amount of input information 
(the number of layers, the number of hidden layers, the number of connections between neurons 
in a layer and between layers);

– the quantities and parameters of the membership function;
– it does not require storage of previously calculated data.
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 Fig. 4.4 An algorithm of the functioning and learning  
of an evolving artificial neural network
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Step 1. The initial stage is the initialization of the initial values of the synaptic weights.
Step 2. Determination of neuron weights.
Step 3. Correction of neuron weights and definition of neighborhood function.
Step 4. Formation of the first cluster.
Step 5. Checking the threshold value.
Step 6. Checking the capabilities of the architecture to process the amount of information 

coming to its input.
Step 7. System architecture evolution.
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Before the Kohonen network learning algorithm starts, the input vectors are pre-normalized:

x
x

x

x
x

i Ni
i

i
i

i= = =
∑ 2

12, , ..., . (4.29)

The Kohonen network learning algorithm itself can be described as a sequence of steps:
Step 1: the initial values of the synaptic weights wij = 0 are initialized.
One of the frequently used methods of initialization is the assignment of synaptic weights  

to values equal to randomly selected vectors from a set of observations. In general, there are 
three main ways of initializing initial weights:

– initialization with random values, when all weights are given small random values;
– initialization with examples, when values of randomly selected examples from the training 

sample are set as initial values;
– linear initialization. In this case, the weights are initialized by the values of the vectors linearly 

ordered along the linear subspace passing between the two main vectors of the original data set.
Step 2: a normalized vector of signals is applied to the input of the system and the weight 

vector (neuron) closest to x  is selected that is, the vector for which the Euclidean distance to x 
will be the smallest:

arg . min ,  =1,2,...,
j jx w j l −  (4.30)

This expression can also be written in the following form:

c x w j lj= ( )arg . max ,  =1,2,...,T
  (4.31)

Step 3: correction (adjustment) of the vector of synaptic weights wij is performed as a rule:

w k w k k f k x k w kij ij ij ij+( ) = ( ) + ( ) ( ) ( ) − ( )( )1 η  , (4.32)

where w kij +( )1  is the new weight value; η k( ) is the amplification factor changes over time (on the 
first iteration η = 1 gradually decreases to zero, that is, η k( ) ∈( 0 1, ); f kij ( ) is a monotonically de-
creasing function (neighborhood function) of the species:

f k f r r kij i j( ) = −( ), , (4.33)

where ri  is a vector that determines the position of the i-th neuron in the grid; rj is a vector that 
determines the position of the j-th neuron in the lattice.

It is obvious that for the winning neuron f r r fc i j c−( ) = ( ) =0 1.
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Most often, the Gaussian, "Mexican hat", cosine function, Epanechnikov function, etc. are 
chosen as the neighborhood option. At the same time, the output signals of the network are defined 
as follows:

y k
w k x k w k x k p j

j
j p( ) =
( ) ( ) > ( ) ( ) ≠1, if  for all 

 otherwi

T T
  ;

,0 sse.






 (4.34)

Then, Steps 1 and 2 are repeated until the output values of the network stabilize with the 
spe cified accuracy. The meaning of adjustment according to expression (4.33) is reduced to the 
fact that the difference between the input vector is minimized and the vector of synaptic weights 
of the winning neuron.

In other words, it is possible to say that this algorithm "pulls" the vector of synaptic weights of 
the winning neuron to the current input image during the tuning process x k( ). In this case, there 
is a vector x k w kij( ) − ( ), which then decreases by an amount η k( ), which sets the learning rate. 
Thus, it is possible to say that learning is reduced to the rotation of the neuron's weight vector in 
the direction of the input vector without significantly changing its length.

In the work [18], an original online evolving fuzzy clustering method (EFCM) is proposed, which 
is based on a probabilistic approach to solving the problem. At the same time, the main parameter 
that ultimately determines the final result is the radius of the formed clusters, chosen based on 
empirical considerations and ultimately determines the number of possible classes. Despite the ef-
fectiveness of probabilistic fuzzy clustering method (FCM), their "weak" point is a "hard" limitation:

u k k Nj
j

m

=
∑ ( ) = ∀ =

1

1 12, , ,..., . (4.35)

The so-called possibilistic fuzzy method (PCM) to fuzzy clustering [17], associated with the opti-
mization of the objective function, is devoid of this drawback. At the same time, the observation also 
belongs to all classes, that is, equidistant from all centroids, but does not belong to any of the clusters:

E u c u k x k c u kj j j
j

m

k

N

j j j
k

N

j

m

, ,( ) = ( ) ( ) − + − ( )( )
== ==

∑∑ ∑∑β
β

µ
11

2

11

1  (4.36)

where c c c cj j j jn= ( )1 2, ,...,
T
 is the center of gravity of the j-th cluster, which is calculated during 

data processing; β > 1 is the fuzzification parameter ("fuzzifier"), which determines the "blurring" 
of the boundaries between clusters and usually rely on β = 2; µ j > 1 is a scalar parameter that 
determines the distance at which the membership takes the value 0.5, i.e. if:

x k cj j( ) − =
2

µ , (4.37)

then µ j k( ) = 0 5. .
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Using a probabilistic approach leads to an evolutionary fuzzy clustering method (EPCM), which 
is conveniently written in the form of a sequence of steps:

Step 4: when an observation x 1( ) is received the first cluster with a centroid is formed c 1.
Step 5: upon receipt of observation the condition is checked:

x c2 1( ) − ≤ ∆, (4.38)

where ∆ is some threshold priori set.
If this condition is met, then observation x 1( ) does not form a new center of gravity, so it was 

required that it belongs to the first cluster with the membership level:

u x c
1 1

2

1

1
1

1

2 1 2( ) = + ( ) −























−

−

µ

β
. (4.39)

If the condition is fulfilled:

∆ ∆< ( ) − ≤x c2 21 , (4.40)

then the centroid c1 is corrected according to Kohonen WTA (winner-takes-all, WTA) self-learn-
ing rule [18]:

c c x c1 1 12 1 2 2 1( ) = ( ) + ( ) ( ) − ( )( )η , (4.41)

where η 2( ) is the tuning step parameter.
At the same time, the centroid c1 is pulled to the vector of observations x 1( ); if for the x 1( ) 

inequality holds:

2 2 1∆ < ( ) −x c , (4.42)

then a second cluster with a centroid is formed:

c x2 2= ( ). (4.43)

At the same time, the appropriateness levels should be calculated and according to the for-
mulas below.

Step 6: checking the capabilities of the architecture to process the amount of information 
coming to its input.

So, if there are N observations and m clusters with centroids, calculations of all properties and 
adjusted coordinates of centroids are evaluated according to the ratio:
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 (4.44)

let's obtain as a result of minimization (4.36) for all evaluated parameters.
The system of equations (4.44) is essentially a batch algorithm for processing information 

so that when an observation x N +( )1  is received, all calculations must be performed anew. 
It is clear that with a sufficiently high frequency of data arrival, the approach may turn out  
to be ineffective.

For this purpose, it is necessary to develop recurrent procedures that do not require the stor-
age of previously processed data. The mentioned recurrent procedures can be implemented on the 
basis of a two-layer adaptive neuro-fuzzy network with the following architecture.

The first hidden layer of the network is formed by ordinary Kohonen neurons Nj
K , connected by 

lateral ties, through which the process of competition is implemented. The output layer of the net-
work, formed by nodes Nj

u, designed to calculate the membership levels of each observation x k( ) 
to each j-th cluster, j m= 12 3, , ,..., . To adjust the cluster centroids, a recurrent self-learning proce-
dure is used, which has the form [10]:
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It is easy to see that the first expression (4.45) is a self-learning WTM rule with a narrowing 
neighborhood function k u kj+( ) ( )−

1
1 β .

Step 7: an evolution of the system architecture.
The system evolution process, similar to the previous one, begins with a single Kohonen neu-

ron, which specifies the coordinates of the first centroid c1. The next neuron is added to the 
network when condition (4.42) is fulfilled, which in this case takes the form:

2 11∆ < ( ) − −( )x k c k . (4.46)

At this moment, a neuron with a centroid c k x k2 ( ) = ( ) is formed. It should be noted here that 
since in Kohonen neural networks the data is pre-normalized to the hyperlayer so that:

x k c kj( ) = ( ) =
2 2

1, (4.47)

inequality (4.14), which determines the need to introduce new neurons to the network,  
takes shape:

− ≤ − < −( ) ( ) ≤ ∀ =1 1 2 1 1 122∆ c k x k j mj
T , , ,..., ,  (4.48)

or

− ≤ − < −( ) ( )( ) ≤1 1 2 1 12∆ cos .c k x kj  (4.49)

Thus, the building up of the architecture occurs as a result of constant control of inequali-
ties (4.48) or (4.49), which occurs in the event that these inequalities are violated.

Thanks to the use of the possible approach, it is expedient to implement another "branch of 
evolution", namely, if at some point in time it turns out that the appropriateness of the observa-
tion x k( ) do not exceed some threshold value:

u k j mj ( ) < ∀ =ε, , ,..., ,12  (4.50)

thus, the observation x k( ) located far enough from all already formed centroids, this can also serve 
as a signal for the formation of a new cluster:

c k x km+ ( ) = ( )1 . (4.51)

To assess the quality of fuzzy clustering, the popular Xi-Beni index [10] in an extended form [14] 
can be used. 

For a fixed sample with N observations, this index has the form:
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For online processing, this index, similar to the centroids of clusters, can also be calculated 
recursively:
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. (4.53)

Adding expression (4.52) to the training procedure (4.47) will allow to organize additional 
control over the number of clusters formed by the system. Thus, the introduction of the third 
threshold and checking the condition at each step:

EXB k +( ) >1 δ, (4.54)

it is possible to stop the process of building up neurons in case of violation of inequality (4.54).
A two-dimensional artificially generated data set was used for the experiment. It contained 

15 clusters with different levels of overlap. The data sample contained 5000 observations. Data 
were submitted for processing in sequential mode. To compare the quality of clustering, FCM 
and a system based on the Evolving Fuzzy Clustering Method (EFCM) with different values of the 
threshold parameter were used.

The Xi-Beni index was used as a criterion for assessing the quality of clustering.
Table 4.1 presents the comparative results of clustering.

 Table 4.1 Comparative clustering results

The system The number of 
clusters

Algorithm 
parameters

XB (Xi-Beni 
index)

Clustering 
time, s

FCM (Fuzzy C-Means) 15 – 0.0903 2.69

EFCM 9 Dthr = 0.24 0.1136 0.14

EFCM 12 Dthr = 0.19 0.1548 0.19

The proposed system (batch mode) 12 delta = 0.1 0.0978 0.37

The proposed system (online mode) 12 delta = 0.1 0.1127 0.25
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To conduct the next experiment, a sample of data describing the characteristics of the 
monitoring object was used. The data sample contained 210 observations (Table 4.2). Before 
clustering, the features of the observations were normalized to the interval 0 1, . 

 Table 4.2 Comparative clustering results

The system The number of 
clusters

Algorithm 
parameters

XB (Xi-Beni 
index) Time, s

FCM (Fuzzy C-Means) 3 – 0.1963 0.81

EFCM 4 Dthr = 0.6 0.2330 0.04

The proposed system (batch mode) 3 delta = 0.4 0.2078 0.45

The proposed system (online mode) 3 delta = 0.4 0.2200 0.30

The parameters of the analyzed systems and the number of detected clusters, are also given 
in the Table 4.2. The Xi-Beni (XB) index was used to assess the quality of the systems. It is worth 
noting that the proposed system showed a better PC (partition coefficient) result in comparison 
with EFCM and a better result in terms of operation time compared to FCM. Both the proposed 
systems and FCM identified three fuzzy clusters.

The research of the developed method showed that the specified training method provides an 
average of 10–18 % higher efficiency of training artificial neural networks and does not accumulate 
errors during training (Tables 4.1, 4.2).

4.3 The development of a learning method for cascaded artificial neural 
networks with an evolving architecture

The architecture of the evolving cascade ANN [16–18] is presented in Fig. 4.5.
The zero layer of the system receives the n ×( )1 -dimensional vector of input signals x(k) = 

= (x(k), x1(k), x2(k), …, xn(k))T, which is then transmitted to the first hidden layer cn
2, containing 

nodes-neurons, each of which has two inputs.
Output signals are formed at the outputs of nodes N[1] of the first hidden layer y s

� [ ]1 
s = 1,2,…,0.5n(n – 1) = c2

n. Then, these signals are sent to the SB selection block, which performs 
the function of sorting the nodes of the first hidden layer according to the accepted criterion (most 
often according to the value of the mean square of the error σ

y s�
[ ]1

2 ), so σ σ σ
y y y s� � �
1
1

2
1 1

2 2 2
[ ] [ ] [ ]... .∗ ∗ ∗< < <   

Selection block outputs y�1
1[ ]∗ and y�2

1[ ]∗ enter the input of a single node-neuron of the second layer, at 
the output of which the output signal y� [ ]2 ∗ is formed. This output signal together with the output 
signal of the selection block y�3

1[ ]∗ enters the input of the node-neuron of the next layer. The pro-
cess of increasing the cascades continues until the necessary accuracy of information processing 
is achieved.
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 Fig. 4.5 The architecture of the evolving cascade ANN
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Two-input neuro-fuzzy systems, discussed earlier [1] and two-input neuro-fuzzy nodes, the 
architecture of which will be discussed further, can be used as nodes of the considered evolving 
cascade ANN.

The problem of ANN training is clearly complicated if the data entering the neural network 
input is non-stationary and non-linear, contains quasi-periodic components, stochastic and chaotic 
components. In these conditions, nonlinear models based on the mathematical apparatus of compu-
tational intelligence [2–4] and, first of all, neuro-fuzzy systems have shown themselves to be the 
best. The advantages are due to high approximating and extrapolating properties, ability to learn, 
transparency and interpretability of the obtained results. The so-called NARX-models, which have 
the form, should be highlighted here:

y k f y k y k y k n x k x k ny x
 ( ) = −( ) −( ) −( ) −( ) −( )( )1 2 1, ,..., , ,..., , (4.55)

where y k ( ) is the estimation (forecast) of the sequence at a discrete time point k = 12, ,...;  
f •( ) is some non-linear transformation implemented by a neuro-fuzzy system; x k( ) is an exo-
genous, observable factor that determines behavior y k( ). It can be seen that the ANARX mo-
del (Additive Nonlinear Autoregressive Exogenous – NARX) and the WANARX model (Additive 
Nonlinear Autoregressive Exogenous Weighted – ANARX) correspond to description (4.55). 
Such models are well studied, there are quite a large number of architectures and algorithms 
for their learning, however, it is assumed that the order of the model ny , nx , somehow prede-
termined. In the case of structural non-stationarity of the studied series, these orders are 
unknown a priori, and must also be adjusted during the learning process. The situation is signifi-
cantly complicated if information for processing arrives with a fairly high frequency in the form 
of a data stream [6–9]. In this case, the most popular evolving systems are too cumbersome to 
learn and process information online. Considering the above, the classic procedure for learning 
networks is the adjustment of synaptic weights, without taking into account other possibilities 
of learning the network, such as the type of architecture of individual network nodes and the 
composition of the network (combinations of nodes).
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Fig. 4.6 shows the proposed artificial neural network learning algorithm. The improvement 
of the specified learning algorithm consists in adding Steps 2, 3 and 8 to the known methods of 
learning artificial neural networks.

 Fig. 4.6 Algorithm of functioning and training of the evolving ANN
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Thus, there is additional training of artificial neural networks, which was not taken into account 
in the works [1–17]:

– an architecture of artificial neural networks depending on the amount of input informa-
tion (the number of layers, the number of hidden layers, the number of connections between 
neurons in a layer and between layers);

– an architecture and parameters of a separate node of artificial neural networks;
– the possibilities of combining nodes of an artificial neural network.
Step 1. The initial stage is the entry of initial data.
Step 2. Determination of the composition of the ANN (the number of nodes) and the order of 

the model nx, ny.
Step 3. Adjusting the architecture of a separate ANN node.
Step 4. Correction of neuron weights of a separate node.
Step 5. Adjustment of the type and parameters of the membership function (FN).
Steps 6, 7. Checking the capabilities of the architecture of a separate node.
Steps 8, 9. Checking the capabilities of the architecture to process the amount of information 

coming to its input.
Let's consider the proposed method in detail:
Step 1. An input of initial data.
At this stage, the initial parameters of the network are entered: the number of layers, the 

number of nodes, the number of connections between them and the initial values of the member-
ship function.

Step 2. Determination of the composition of the ANN (number of nodes) and order of the 
model nx, ny.

ANARX model having the form [7, 17]:

y k f y k x k f y k x k f y k n x kn
 ( ) = −( ) −( )( ) + −( ) −( )( ) + + −( ) −1 21 1 2 2, , ... , nn

f y k l x k ll
l

n

( )( ) =

= −( ) −( )( )
=
∑ ,

1

y k f y k x k f y k x k f y k n x kn
 ( ) = −( ) −( )( ) + −( ) −( )( ) + + −( ) −1 21 1 2 2, , ... , nn

f y k l x k ll
l

n

( )( ) =

= −( ) −( )( )
=
∑ ,

1

, (4.56)

here n n ny x= { }max , , while the original task of synthesis of the forecasting system is decom-
posed into a set of local tasks of parametric identification of node models with two inputs 
y k l x k l l n−( ) −( ) =, , , ,..., ,...12  .

Fig. 4.7 shows the architecture of the ANARX system, formed by two lines of pure delay ele-
ments z z y k y k− − ( ) = −( )( )1 1 1  and n nodes connected in parallel N l[ ]. The training of these nodes 
is carried out independently of each other and the introduction of new nodes or the exclusion of 
redundant ones does not affect the work of all other neurons, thus, the evolution of such a system 
is realized by elementary manipulation of the number of nodes.

Two-input neuro-fuzzy systems, considered earlier and two-input neo-fuzzy nodes are used as 
a node of the ANARX system under consideration.
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 Fig. 4.7 An architecture of the ANARX system

y(k)

x(k)

z -1

z -1

z -1

z -1

z -1

z -1

N[1]

N[2] ∑

N[n]

y1(k)=f1(y(k-1), x(k-1))

y2(k)=f2(y(k-2), x(k-2)) y(k)=∑ fl(y(k-l), x(k-l))
n

l=1

yn(k)=fn(y(k-n), x(k-n))

Step 3. Adjusting the architecture of a separate ANN node.
When the speed of data processing and ease of numerical implementation of the computer 

intelligence system come to the fore, instead of neuro-fuzzy nodes of the ANARX model, it is 
advisable to use neuro-fuzzy neurons, which are nonlinear systems that learn. The architecture of 
the neuro-fuzzy neuron as a node of the ANARX system is shown in Fig. 4.8. The advantages of 
the neuro-fuzzy neuron include high learning speed, computational simplicity, good approximating 
properties and the possibility of finding the global minimum of the learning criterion in online mode.

The constituent elements of a neuro-fuzzy neuron are non-linear synapses NS NSy x, , in which 
the zero-order Takagi-Sugeno fuzzy inference rules are implemented, however, as it is easily  
possible to see, the neuro-fuzzy neuron is structurally much simpler than the neuro-fuzzy node 
shown in Fig. 4.8.

 Fig. 4.8 Neo-fuzzy node of the ANARX system
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While applying signals to the input of such a node y k l x k l−( ) −( ), , the output value is formed 
at its output:

y k k k w y k l w x k ly
l

x
l

iy
l

iy ix
l

i

h

ix
i

 ( ) = ( ) + ( ) = −( )( ) + −( )( )
==
∑ϕ ϕ µ µ

111

h

∑ , (4.57)

wix
l  is the synaptic weights of the l-function neuron; µ ix is the membership function.

And at the output of ANARX models as a whole:
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thus, since the neuro-fuzzy neuron is also an additive model [81], the ANARX model on neuro-fuzzy 
neurons is doubly additive.

Step 4. Correction of neuron weights of a separate node.
The correction of neuron weights in the ANN node is based on well-known scientific approa-

ches, which are described, for example, in the work [18].
Step 5. Adjustment of the type and parameters of the membership function (FN).
As membership functions in neuro-fuzzy-neuron, as a rule, triangular constructions that meet 

the conditions of unit partitioning are used:

µ µiy
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h
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= =
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1 1

1 1; ,  (4.59)

which allows to simplify the design of the node by excluding the normalization layer from it.
In the work [1], it was proposed to use B-splines as membership functions of neuro-fuzzy- 

neuron, which provide a higher quality of approximation, which also meet the conditions of unit 
breakdown. At the same time, for a B-spline of the q-th order, it is possible to write:
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where

 c c c cl l l l n= ( )1 2, ,..., .
T
 ;
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It should be noted that B-splines are a kind of generalized membership functions: for example, 
at q = 2 let's get traditional triangular membership functions, at q = 4 – cubic splines, etc.

Entering further vector variables:

w w w w wl
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l
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l
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l= ( )1 1, , , ,,..., , ,..., ,
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ϕ µ µl
y hyk y k l y k l( ) = −( )( ) ( ) −( )1 ,..., ,

µ µ1x hxx k l x k l−( )( ) −( )( ),..., ,
T

it is possible to rewrite (4.58) in the form:

y k w k
l

l l
 ( ) = ( )Tϕ , (4.62)

and using the Kachmaj-Widrow-Hoff gradient one-step algorithm that is optimal in terms of speed 
for training:
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let's obtain taking into account (4.63):
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α 11 0 1( ) + ( ) ( ) ≤ ≤ϕ ϕ αl lk kT , ., (4.64)

which has both filtering and tracking properties. It can also be noticed that at α = 1 (4.63) com-
pletely coincides with the optimal Kachmaj-Widrow-Hoff algorithm (4.64).

Steps 6, 7. Checking the capabilities of the architecture of a separate node.
At this stage, the ability of the architecture of the ANN node with the defined para meters 

to perform the computational task is checked. The ability to perform a computational task is de-
termined on the basis of a comparison of the computational capabilities of the architecture and 
parameters of the ANN node and the necessary computing resources of the ANN node.
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In the event of a discrepancy between the computing resources of the ANN node, the parame-
ters of the ANN node are changed and in the event that it is impossible to increase the computing 
resources of the node, the architecture and parameters of the ANN node are changed.

Steps 8, 9. Checking the capabilities of the architecture to process the amount of information 
coming to its input.

Since each node ARANX-N l[ ] model is configured independently of others and is essentially  
a separate neuro-fuzzy system, to improve the quality of the obtained forecasts, it is possible  
to use the idea of combining an ensemble of neural networks [16].

This approach naturally leads to the architecture of the weighted ANARX neuro-fuzzy- 
WANARX system shown in Fig. 4.9.

 Fig. 4.9 Architecture of the WANARX system
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At the same time, the output signal of such a system can be written in the form:
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l

n l� � ��( ) = ( ) = ( )
=
∑

1

T , (4.65)
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where I nn − ×( )1  is a vector formed by units.
To find the vector c in batch mode, it is possible to use the method of uncertain Lagrange 

multipliers. For this, a sequence of errors is considered:
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Lagrange function:

L c c V k c c I c Rc c I
k

n n, ,λ λ λ( ) = ( ) + −( ) = + −( )∑ T T T T1 1  (4.68)

where λ is the undefined Lagrange multiplier; R V k V k
k

= ( ) ( )∑ T  is the error correlation matrix.

The Karush-Kun-Tucker system of equations is also considered:
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The solution of system (4.69) will lead to:
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at the same time, the Lagrangian (4.71) takes on the value at the saddle point:

L c I R In n⋅ ( ) = ( )− −
, .λ T 1 1

 (4.71)

The implementation of algorithm (4.69) may encounter significant difficulties while processing 
information online and with a high degree of signal correlation y kl� ( ). This leads to an ill-conditioned 
matrix R, which must be rotated at each real-time clock k.

Let's write the Lagrange function (4.67) in the form:

L c y k c y k c I
k

n, ,λ λ( ) = ( ) − ( ) + −( )∑ T T�� 2
1  (4.72)

and the gradient algorithm for finding its saddle point based on the Arrow-Hurwitz procedure [17, 18]:
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 (4.74)

where ηc k( ), ηλ k( ) are the learning step parameters.
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The Arrow-Hurwitz procedure reduces to a saddle point under fairly general assumptions of the 
relative values ηc k( ), ηλ k( ), however, to speed up the learning process, these parameters can be 
optimized. To do this, multiply the first relation (4.74) on the left by 

��y k( ) :

�� �� �� ��y k c k y c k k v k y k k y Ic n( ) ( ) = −( ) + ( ) ( ) ( ) − −( )
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T T
1 2 1

2
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and introduce an additional function that characterizes the criterion convergence:
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The solution of the differential equation:

∂ ( ) − ( ) ( )





∂ ( ) = − ( ) ( ) ( ) − −( )
y k y k c k

k
v k v k y k k y

c

��
�� ��

T

T

2

2
2 2 1

η
λ II

k v k y k k y I

n

c n





 +

+ ( ) ( ) ( ) − −( )



 =2 2 1 0

2 2

η λ
�� �� T

,  (4.77)

allows to obtain optimal values of the learning step ηc k( ) in the form:
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substituting which in the work (4.20), it is finally possible to write:
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 (4.79)

It is easy to see that the procedure (4.79) coincides with the Kachmaz-Widrow-Hoff algo-
rithm (4.61).

A method of learning artificial neural networks for intelligent decision-making support sys-
tems is proposed. The operation of the proposed method was simulated in the MathCad 14 
software environment.

To demonstrate the effectiveness of the proposed weighted ANARX system, a time series 
forecast was performed. To conduct the experiment, a training sample containing data on the 
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intelligence object was used. 5000 observations from this sample were used for experiments.  
The training sample contained 3000 observations, the test sample – 2000 observations. The 
square root of the root mean square error (RMSE) was used as a criterion for forecasting quality. 
Multilayer Perceptron (MLP), Radial Basis Neural Network (RBNN) and Adaptive Neuro Fuzzy 
Inference System (ANFIS) were used to compare the prediction quality.

The forecasting results for various systems are presented in the Table 4.3.

 Table 4.3 The prediction of results for different systems

The system name The number of con-
figurable parameters

RMSE  
(research)

RMSE  
(test) Time, s

Multilayer perceptron 51 0.1058 0.1407 0.1081

Radial-basis neural network 21 0.1066 0.2155 0.1081

ANFIS 80 0.0559 0.1965 0.1081

Evolving cascade system with neo-fuzzy nodes 20 0.0784 0.1081 0.1081

Since the multilayer perceptron cannot work online, 2 variants of this system were chosen 
for comparison.

The first multilayer perceptron was trained for one epoch (which is essentially similar to online 
data processing). The second multilayer perceptron was trained for five epochs and the number of 
adjustable parameters in this case was approximately equal to the number of adjustable parameters 
in the proposed systems. In both cases, multilayer perceptrons contained 4 inputs and 7 nodes in 
the hidden layer. The number of adjustable parameters was equal to 43. For the second multilayer 
perceptron, the operating time was almost 2 times longer, but, at the same time, the quality of 
prediction was also almost 2 times better. Two radial-basis neural networks were also selected.

The number of parameters of the first radial basis neural network was almost equal to the 
number of parameters of the proposed systems. The architecture of the second radial basis neural 
network was chosen taking into account the quality of its work. In the first case, the radial basis 
neural network had 3 inputs and 7 kernel functions. In the second case, the radial-basis neural 
network also had 3 inputs, but 12 kernel functions.

The ANFIS system showed one of the best prediction results in this experiment. It contained 
4 inputs, 55 nodes and trained for five epochs. For training parameter α was set equal to 0.62. 
The system contained 37 adjustable parameters. B-splines with q = 2 (triangular membership 
functions). The quality of the prediction of this system was quite high and the training time  
was the least.

The research of the developed method showed that the specified training method provides an 
average of 10–18 % higher efficiency of training artificial neural networks and does not accumu-
late errors during training (Tables 4.3, 4.4). This can be seen by the efficiency of data processing 
in the last columns of the Tables 4.1, 4.2.
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 Table 4.4 Comparison of forecasting results

Systems The number of con-
figurable parameters

RMSE  
(research)

RMSE  
(test) Time, s

MLP (option 1) 43 0.0600 0.0700 0.4063

MLP (option 1) 43 0.0245 0.0381 0.9219

RBNN (option 1) 36 0.0681 0.0832 0.6562

RBNN (option 2) 61 0.0463 0.0604 1.0250

ANFIS 80 0.0237 0.0396 0.7031

ANARX with neuro-fuzzy nodes 37 0.0903 0.0922 0.4300

Weighted ANARX with neuro-fuzzy nodes 36 0.0427 0.0573 0.3750

Conclusions

1. Scientific novelty method of learning artificial neural networks, with an evolving architec-
ture, consists of the following:

– it conducts training not only of the synaptic weights of the artificial neural network, but also 
of the type and parameters of the membership function;

– in case of impossibility to ensure the given quality of functioning of artificial neural networks 
due to parameter learning, the architecture of artificial neural networks is learned;

– the selection of the architecture, type and parameters of the membership function takes into 
account the computing resources of the tool and the type and amount of information entering the 
input of the artificial neural network;

– there is no accumulation of learning errors of artificial neural networks as a result of pro-
cessing information received at the input of artificial neural networks.

2. The practical value of the proposed method lies in the fact that, based on it, prac-
tical recom mendations were developed to increase the effectiveness of learning artificial neu- 
ral networks.

The research of the developed method showed that the specified training method provides an 
average of 16–23 % higher efficiency of training artificial neural networks and does not accumulate 
errors during training.

3. Scientific novelties of Kohonen method of learning artificial neural networks with an evolving 
architecture are the following:

– it conducts training not only of the synaptic weights of the artificial neural network, but also 
of the type and parameters of the membership function;

– in case of impossibility to ensure the given quality of functioning of artificial neural networks 
due to parameter learning, the architecture of artificial neural networks is learned;

– data calculation takes place in one epoch without the need to store previous calculations;
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– the selection of the architecture, type and parameters of the membership function takes 
into account the computing resources of the tool, the type and amount of information entering the 
input of the artificial neural network;

– there is no accumulation of learning errors of artificial neural networks as a result of pro-
cessing information received at the input of artificial neural networks.

The research of the developed method showed that the specified training method provides an 
average of 10–18 % higher efficiency of training artificial neural networks and does not accumulate 
errors during training.

4. A method of learning cascaded artificial neural networks with an evolving architecture is pro-
posed. The task of learning artificial neural networks has been formulated. It was established that 
the known methods of learning artificial neural networks have limited capabilities. It is proposed to 
use ANARX and WANARX artificial neural networks as a basis for developing the learning method.

5. An algorithm for learning the method of learning artificial neural networks for intelligent 
decision-making support systems has been developed.

Increasing the efficiency of information processing and reducing the assessment error is 
achieved due to:

– learning not only the synaptic weights of the artificial neural network, but also the type and 
parameters of the membership function;

– learning the architecture of artificial neural networks;
– the possibilities of combining elements of an artificial neural network;
– the opportunities to learn individual elements of an artificial neural network;
– the calculation of data for one epoch without the need to store previous calculations. This re-

duces the time for information processing due to the absence of the need to refer to the database;
– no lack of accumulation of learning errors of artificial neural networks as a result of process-

ing information received at the input of artificial neural networks.
6. Conducted example of using the proposed method on the example of forecasting a time 

series of an intelligence object. The specified example showed an increase in the efficiency of the 
functioning of artificial neural networks at the level of 10–18 % in terms of the efficiency of in-
formation processing due to the use of additional training procedures of artificial neural networks.
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abstract

In this section of the research, a scientific and method apparatus for increasing the efficiency 
of information processing using artificial intelligence is proposed. The basis of this research is the 
theory of artificial intelligence, namely evolving artificial neural networks, basic genetic algorithm 
procedures and bio-inspired algorithms.

During the research, the authors proposed:
– the method of parametric optimization based on the improved wolf flock algorithm;
– the method of parametric evaluation of the control object based on the improved fire-

fly algorithm;
– the method of finding solutions using the improved locust swarm algorithm;
– the method of finding solutions using the improved emperor penguin algorithm.
As a criterion for the efficiency of the specified scientific and method apparatus, the prompt-

ness of decision making regarding the parametric control of the state of the object with the given 
reliability was chosen. This makes it possible to create a hierarchical description of a complex 
process by levels of generalization and conduct an appropriate analysis of its state. The use of the 
proposed scientific and method apparatus will allow:

– to reduce the probability of premature convergence of the algorithm;
– to maintain a balance between the convergence speed of the algorithm and diversification;
– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of search by flock agents;
– to carry out the initial display of individuals taking into account the type of uncertainty;
– to conduct accurate training of AS individuals;
– to conduct a local and global search taking into account the degree of noise of data on the 

state of the analysis object;
– to apply as a universal tool for solving the task of analyzing the state of analysis objects due 

to the hierarchical description of analysis objects;
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– to check the adequacy of the obtained results;
– to avoid the local extremum problem.

KEYWORDS

Bio-inspired algorithms, multi-agent systems, wolf flock algorithm, reliability and adequacy.

5.1 The method of parametric optimization based on the improved wolf 
flock algorithm

Computational intelligence methods have become widespread for solving a variety of complex 
tasks, both purely scientific and in the field of technology, business, finance, medical and technical 
diagnostics, and other fields. These include intelligent data analysis (Data Mining), dynamic data 
analysis (Dynamic Data Mining), analysis of data streams (Data Stream Mining), analysis of large 
arrays of information (Big Data Mining), Web-Mining, Text Mining [1–6].

The increase in volumes of information circulating in various systems of information collec-
tion, processing and transmission leads to significant use of computing resources of hardware. 
The armed forces of technically developed countries have integrated decision-making architectures 
based on the works [7–15]:

– artificial intelligence and nanotechnologies;
– effective processing of large amounts of information;
– data compression technologies to increase the speed of their processing.
At the same time, the use of information systems with elements of artificial intelligence will 

make it possible to increase the efficiency of planning, conducting operations (combat operations) 
and their comprehensive support, will affect the doctrine, organization and methods of application 
of groups of troops (forces).

At the same time, increasing the dynamism of operations (combats), increasing the number of 
various sensors and the need to integrate them into a single information space creates a number 
of problems:

– implemented algorithms for establishing correlations between events do not fully take into 
account the reliability of sources of intelligence information and the reliability of information in the 
dynamics of operations (combats);

– forms of information presentation complicate its transmission through communication channels;
– limited computing power of hardware;
– radio electronic suppression of SW and USW radio communication channels and cybernetic 

influence on information systems;
– transition to the principle of monitoring objects assessment "everything affects everything 

at once", which covers aggregate network and computing resources of all types of armed forces.
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That is why it is necessary to develop algorithms (methods and techniques) that are capable 
of solving optimization problems from various sources of intelligence in a limited time and with 
a high degree of reliability.

The problem that needs to be solved in the research is to increase the efficiency of solving 
optimization problems while ensuring the given reliability.

Considering the above, an actual scientific task is an improvement of the optimization method 
based on the wolf flock algorithm, which would allow to increase the efficiency of the decisions made 
regarding the management of the parameters of the control object with the specified reliability.

Wolves have a typical family lifestyle: they live in flock – family groups consisting of a pair of 
leaders, their relatives and lone wolves. A strictly defined hierarchy is observed within the flock, 
at the top of which is the flock leader, who directs other individuals to search for prey. Wolves 
"explore" the area for the presence of a victim, when one of them smells the victim, the search 
for it begins. The stronger the smell, the closer the wolves are to the prey. Thus, they move in the 
direction of increasing the smell of the victim.

The "wolf flock" search method copies the process of their hunting. Suppose that the area 
on which wolves hunt is a search area in the sense of optimization and the flock is wolves. At the 
same time, these procedures are not without some shortcomings that worsen the properties of 
the global extremum search process.

An analysis of works [9–37] showed that the common shortcomings of the above-mentioned 
researches are:

– the lack of possibility of forming a hierarchical system of indicators;
– the lack of consideration of computing resources of the system;
– the lack of mechanisms for adjusting the system of indicators during the assessment;
– the lack of consideration of the type of uncertainty about the management object state, 

which creates corresponding errors in the assessment of its real state;
– the lack of deep learning mechanisms of knowledge bases;
– high computational complexity;
– the lack of consideration of computing (hardware) resources available in the system;
– the lack of search priority in a certain direction.
For this purpose, it is proposed to improve the method of parametric optimization based on the 

improved wolf flock algorithm.
The aim of research is the improvement method of parametric optimization based on the im-

proved wolf flock algorithm. This will allow to increase the efficiency of optimization with the given 
reliability and the development of subsequent management decisions. This will make it possible to 
develop software for intelligent decision-making support systems in the interests of the combat 
management of the actions of troops (forces).

To achieve the aim, the following tasks were set:
– to carry out a mathematical formulation of the research task;
– to determine the method implementation algorithm;
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– to lead an example of the application of the proposed method in the analysis of the opera-
tional situation of a group of troops (forces).

Given: I = {1,…, n} is a set of points, matrix (cij) is the pairwise distances between 
points 1 ≤ i, j ≤ n.

Find: a contour (path) of minimum length, thus, a cycle that passes through each vertex exact-
ly once and has minimum weight.

Let's carry out a mathematical formulation of the parametric optimization task using the wolf 
flock algorithm:

Variable tasks: xij =




1
0
, if there is a way;
, otherwise.

Find the objective function of the form:

J x c xij ij
j

N

i

N

( ) =
==

∑∑min ,
11

 (5.1)

where cij is the distance between points i and j under the following restrictions:

x j N x i Nij
j

N

ij
i

N

= ∀ = = ∀ =
= =

∑ ∑1 1 1 1
1 1

, , , , , . (5.2)

Let N "wolves" be generated in the Euclidean space of dimension D, thus, each wolf is repre-
sented in the form of a vector xi(xi1,…, xiD), which determines its coordinates in space. Thus, the 
swarm (population) represents a set of potential solutions, the coordinates of which, just as for the 
swarm optimization algorithm [2], are updated at each iteration until the optimal solution is found 
or the maximum set number of calculations of the objective function is performed.

Then the function f(x), which characterizes how strongly the smell of the victim is felt by 
wolves, is the target, and the coordinates of the victim itself are the optimal point. The distance 
between two wolves p and q is described by the species metric: L(p, q).

The "wolf flock" algorithm searches for the optimal victim point. They divide into groups, move 
in different directions and exchange information among themselves.

The optimization algorithm based on a wolf flock consists of the following sequence of actions:
Step 1. Input of output data.
At this stage, the initial data available in the system are entered to solve the optimiza-

tion problem.
Step 2. Placing wolves in initial positions taking into account uncertainty.
Create a wolf flock in the form of a set of Euclidean vectors distributed over a set of admis-

sible values of the arguments, taking into account the degree of χ awareness of the object state.  
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Division of the degree of uncertainty: (full uncertainty – exposure randomly, partial uncertainty – 
exposure taking into account the coefficient of correction of the position of wolves χ = 0.01÷0.99).

Step 3. Determination of leaders in the flock.
In the classic wolf flock algorithm, the "wolf" with the best value of the objective function 

at this iteration is the leader. If at the next iteration another "individual" is found with a better 
value of the objective function than that of the leader, then, accordingly, the flock "finds" a new 
leader. In the specified procedure, it is proposed to determine the number of leaders that will 
ensure the maximization of the efficiency of the search with restrictions on the available com-
puting resources.

Step 4. Search for prey by other wolves in the flock.
Other wolves explore the area for prey. Moreover, the function f(xi) characterizes how strong-

ly the smell of the victim is felt by the i-th "wolf". Then the value of Gbest characterizes how strongly 
the smell of the victim is felt by the flock leader.

Step 5. Change of the flock leader.
If f x Gi Best( ) > , then the i-th "wolf" is closer to the victim than the leader of the flock, so the 

i-th wolf becomes the leader at this stage f x Gi Best( ) = . If f x Gi Best( ) < , then the "wolf" moves in 
space with some predetermined step.

The leader(s) of the flock "inform" the other "wolves" in the flock about their location, as the 
closest point to the victim now, so that they move in its direction.

Step 6. Approaching the flock leaders.
At this stage, the "leader" ("leaders") is considered almost the same as the victim – a goal 

to which it is necessary to approach. Then the "wolves" of the flock move in the direction of the 
leader with a predetermined step and the coordinate d i-th "wolf" on the (k+1)-th iteration is 
calculated by the formula:

x x step
G x

G x
iD
k

iD
k Best

k
iD
k

Best
k

iD
k

+( ) ( )
( ) ( )

( ) ( )= +
−

−
1 . (5.3)

From formula (5.3) and the description of the algorithm, it can be seen that in the "wolf flock" 
search method, only the coordinates of the "wolves" are updated without taking into account 
the speed of their movement in space. Four parameters must be selected for the swarm algo-
rithm (learning coefficients, inertial weight, population size). However, for the wolf flock search 
method, it is enough to select only two parameters – the population size N and the step, from 
which the "wolves" move in the direction of the leader and the victim.

It should be noted that formula (5.3) cannot be applied to the traveling salesman problem 
in a standard way. In this case, only its main principle is taken, namely: other "wolves" must be 
sufficiently "similar" to their leader(s), who in the current iteration is closer to the victim (by the 
value of the objective function). At this stage, using the improved genetic algorithm proposed by 
the authors in the work [24].
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Let there be a population and a corresponding adaptation of each wolf. An example of the 
algorithm is shown in Tables 5.1–5.3.

 Table 5.1 An example of "wolf chromosomes" with the value of adaptability

Chromosomes (the order of passing points  
by a traveling salesman)

The value of the fitness function (passed by the 
corresponding "wolf")

3 1 6 4 2 5 0.31

5 6 2 1 3 4 0.32

3 4 2 5 1 6 0.021

4 1 6 2 5 3 0.32

Then, it is possible to determine the best "wolf" by its value of the fitness function (Table 5.2).

 Table 5.2 The best chromosome of the population

The best chromosome The value of fitness functions

3 4 2 5 1 6 0.0263

Based on the best chromosome (Table 5.2), it is possible to generate a new population based 
on the work [24] (Table 5.3).

 Table 5.3 Generation of a new population based on the wolf with the best adaptation (by the length of 
the path traveled by it)

Chromosomes (order of passing points) The value of the fitness function (the path 
traveled by the corresponding wolf)

3 4 2 5 1 6 0.022

2 3 4 5 1 6 0.19

3 4 2 5 6 1 0.04

1 4 2 5 6 3 0.21

All subsequent iterations are performed in a similar way: the best "wolf" is found and a new 
population is generated based on it.

The end of algorithm.
The comparative analysis of the obtained work results was carried out on the basis of two 

criteria: the criterion of time and the criterion of the optimal distance traveled by the traveling 
salesman found by each algorithm for a different number of points (from 30 to 300). Tabular re-
sults are given below (Tables 5.4, 5.5).
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 Table 5.4 Comparative analysis of the classic and modified "wolf flock" algorithm for the traveling 
salesman problem based on the distance objective function criterion

The 
number of 
vertices

Popula-
tion size

Maximum 
number of 
iterations

Classic wolf flock 
algorithm

Modified wolf flock 
algorithm

Accurate 
solution to 
a minimumfBest Error in % fBest Error in %

30 30 1000 23.95767 1.2 21.4 0.00 23.584849

50 60 5000 429.5757 1.25 416.2 0.1 421.787667

100 100 10000 534.5848 1.7 520.7 1.16 523.584849

150 200 20000 312.7 2.28 308.2 1.22 328.087454

300 500 50000 881.8 3.75 846.5 1.5 854.154940

As can be seen from the Table 5.4 that the modified wolf flock algorithm gives more accurate 
results in contrast to the classical one, while the accuracy increases to 30 %.

 Table 5.5 Comparative analysis of the classic and modified wolf flock algorithm for the traveling salesman 
problem according to the criterion of working time

The number of 
vertices

Population 
size

Maximum num-
ber of iterations

Algorithm operation time (in seconds)

Classic wolf flock 
algorithm

Modified algorithm of 
wolves flock

30 30 1000 2.15978 1.8

50 60 5000 10.79888 11.6

100 100 10000 53.99440 50.1

150 200 20000 269.97198 270.3

300 500 50000 1349.85991 1355.24

According to the calculation results given in Table 5.5, it is established that the operating time 
of the modified algorithm is 10 % longer. This is due to the fact that the entire population is divided 
into subgroups, each of which has its own "leaders".

Let's compare how effective the modification of this algorithm is compared to population algo-
rithms, such as "particle swarm" optimization and the classic genetic algorithm, which is most often 
used to solve the traveling salesman problem (Tables 5.6, 5.7).

As it is possible to see, the modified wolf flock algorithm here also gives much more accurate 
results, unlike the other two considered (up to 50 % on average).

According to the results given in the Table 5.5, it can be seen that the operating time of the 
modified algorithm is on average 20 % less than that of the "particle swarm" algorithm from those 
given in the Table 5.7. The main time of work in the genetic algorithm is allocated to crossbreeding 
and obtaining pairs of chromosomes.
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 Table 5.6 Comparative analysis of the modified "wolf flock" algorithm with the genetic algorithm and 
the particle swarm algorithm according to the optimal path criterion

The 
number 
of vertices

Popu-
lation 
size

The classic swarm 
particles algorithm 

Classic genetic 
algorithm

Modified wolf 
flock algorithm Exact 

solution to 
a minimumfBest

Error 
in % fBest

Error 
in % fBest

Error 
in %

30 30 24.78769 5.10 24.48957 3.84 23.12 0.00 23.584849

50 60 431.75587 2.36 428.76556 1.65 411.9 0.11 421.787667

100 100 538.56887 2.86 538.85479 2.92 524.4 1.2 523.584849

150 200 338.66566 3.22 334.77659 2.04 312.4 1.36 328.087454

300 500 902.66575 5.68 887.56746 3.91 850.6 1.7 854.154940

 Table 5.7 Comparative analysis of the modified wolf flock algorithm with the genetic algorithm and 
the "particle swarm" algorithm according to the criterion of operation time

The 
number 
of vertices

Popula-
tion size

Maximum 
number of 
iterations

Algorithm operation time (in seconds)

Classic particles 
swarm algorithm 

Classical genetic 
algorithm

Modified wolf flock 
algorithm

30 30 1000 2.74546 2.43579 1.33

50 60 5000 11.64576 18.85740 11.83

100 100 10000 53.65869 61.27783 50.7

150 200 20000 269.76457 271.19442 260.1

300 500 50000 1349.57659 1356.37387 1298.7

The obtained results on increasing the efficiency of the optimization are explained by the use 
of the improved wolf flock algorithm in contrast to the classical empirical expressions and the 
classical wolf flock algorithm. The wolf flock algorithm is not used in its classical form, but by 
improving it with the help of improved procedures for exhibiting wolves, taking into account the 
type of uncertainty and using additional procedures developed by the authors in the work [24].

5.2 The method of parametric assessment of the control object based on the 
improved firefly algorithm

A mathematical model of any object is a formalized description of a quality criterion that 
ensures the fulfillment of specified functions, requirements, etc. [6, 7].

In order to further develop the method of parametric assessment of the management object, 
it is proposed to develop a mathematical model of simulating a colony of firefly.
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During the development of the algorithm model, the life of a swarm of firefly was not simulated, 
which unambiguously copied the existing natural ecosystem, but a colony simulation was used as an 
optimization device, in which the system is slightly different from the natural one.

Therefore, for the formal description of the model, it is possible to use the concept of "agent" 
instead of the concept of "firefly". While initializing the search, all agents are randomly distributed 
in the search space of the objective function.

Each agent releases a certain amount of luciferin and has its own decision-making area. Agent i 
considers another agent j as a neighbor if it is within the radius of agent i search neighborhood and 
agent j luciferin level is higher than agent i, so lj > li. The local decision-making area is determined 
by the radius of the search neighborhood for each i-th agent.

Using a probabilistic mechanism, each agent selects a neighboring agent with a higher luciferin 
level than its own and moves in its direction. In other words, each agent moves in the direction of 
the agent with a higher glow level.

The glow intensity of each agent is determined by the value of the objective function at the cur-
rent position. The higher the intensity of the glow, the greater the value of the target function [13]. 
In addition, the radius of each agent's search neighborhood depends on the number of agents in that 
search area. If there is a small number of agents in the search neighborhood, its radius increases. 
Otherwise, the search radius is reduced. This algorithm has the following global stages: initial distri-
bution of agents in the search space, updating the luciferin level, moving agents to a more promising 
search area, updating the search radius of each agent [14–16].

The task of parametric optimization of the state of the control object is to find such internal 
parameters of the construction, in which the initial parameters would have the given characteris-
tics and the construction elements and the method of their connection would remain unchanged.

Let the control object have n controlled parameters forming the vector X = (x1, x2,…, xn). Let's 
define the objective function by F(X) and the domain of its definition by XO. Vector X determines the coor-
dinates of a point in the XO definition area. If the elements of the vector X take only discrete values, then 
the XO is a discrete set of points and the optimization task belongs to the field of discrete programming.

The purpose of the algorithms for solving the parametric optimization problem is to determine 
such a vector of control parameters (influences) in which the given objective function acquires 
a minimum value.

In the process of developing a mathematical model, it is necessary to determine the parame-
ters of the object that affect the criterion of optimality. Then, the parametric, discretization and 
functional restrictions imposed on the parameters of the control object are determined [5, 6].

Constraints of the following type are called parametric:

′ ≤ ≤ ′′x x xi i i , (5.4)

where xi is the i-th parameter of the object; xi
′  and xi

′′ are respectively min and max values of  
the i-th parameter.
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Discretization constraints have the form:

x x x xj j j jm= { }1 2, ,..., , (5.5)

where xj is the j-th parameter of the control object; xjk is the permissible values of the j-th pa-
rameter (k = 1,2,…, m). Such restrictions are imposed on the values of the parameters or in 
connection with their physical nature.

Functional restrictions imposed on the parameters of control objects are conditions for the 
connection of their values. These restrictions are:

g x g g xxi j k( )≤ = ( ) <( ); ; .0 0 0  (5.6)

Functional limitations in the optimal management of the object can be the conditions of fault 
protection of the control system, survivability and mobility. These conditions ensure the desired 
values of certain technical characteristics [7–9].

From the expressions (5.1)–(5.3), it can be concluded that the expressions allow to describe 
the processes in the object of control, to determine the controlled parameters of the object and 
also to describe the cause-and-effect relationships between them. The specified description is 
universal and allows to describe the management object taking into account the hierarchy and 
individual specifics of each management object.

The method of parametric management of the state of the control object consists of the 
following sequence of actions:

Step 1. Initialization of input parameters. At this stage, initial parameters are entered for 
calculating the state of the management object and justifying subsequent management decisions.

Step 2. Placement of the initial (current) population. The initial placement of agents takes place 
taking into account the type of uncertainty about the state of the control object. Unlike the classic 
firefly algorithm, the initial placement takes into account the type of uncertainty about the state 
of the control object and the degree of data noise. The corresponding correction coefficients are 
given in the work [2]. Placement in the search space of the initial (current) population of solutions 
in the parametric control problem consisting of n agents.

Initially, all agents have the same amount of luciferin. At each iteration, the level of luciferin 
is updated and then the position of the agent in space is replaced based on the given rules. The 
state of the agent si, ∈i[l:|S|] is determined by the following variables: Xi is the current state 
of the agent in the search space; li is the agent glow level; ri is the radius of the neighborhood.

Agent si is considered a neighbor of agent sj ∈i, j[l:|S|], i ≠ j, if the following conditions are met: 
the Euclidean distance between agents does not exceed the current radius ri; the current glow 
level of agent sj exceeds the same level of agent si, ∈i[l:|S|]. If the agent has several neighbors, 
then the agent randomly chooses one of them with a probability that is proportional to their 
luminance levels (roulette rule).
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Let's suppose that agent si chose agent sj.
Then the new position of agent si is determined by the formula:

X X
X X

X X
i j l S i ji i

j i

j i

' , , : , ,= +
−

−
  ≠λ  (5.7)

where λ is a constant value of the step (a free parameter of the algorithm).
The new radius of the neighborhood of the agent si is determined according to the expression:

′= + −( )( )( ) ∈ r r r n N i Si i imin ,max , , : ,min 0 1ε  (5.8)

where Ni is the current set of neighbors of agent si; rmin is the minimum permissible radius of the 
neighborhood; n is the desired number of neighbors.

Step 3. The update of the luciferin level depends on the position of the agent in space (the value 
of its objective function). All agents at the initial iteration have the same level of luciferin, so the 
value of the objective function of each agent depends on its position in the search space.

The level of luciferin of each agent increases in proportion to the measured characteristics 
of the agent (temperature, radiation level). From the point of view of optimization, this is the 
objective function. To simulate the process of decay of a fluorescent substance, a part of luci-
ferin is subtracted.

The calculation of the luciferin level li(t) (luminescence level) of the i-th agent at time t is 
shown below:

l t l t J tj j j+( ) = −( ) ( ) + +( )1 1 1ρ γ , (5.9)

where ρ is the attenuation coefficient of the luciferin level for modeling the decay process of 
the fluorescent substance (0 < ρ < 1); g is the attractiveness coefficient of the agent; Jj is the 
value of the objective function of the j-th agent at time t.

Step 4. Each agent selects the agent within the search neighborhood radius ri, whose luciferin 
level is higher than its own. Task Ni(t) is the set of neighbors of the i-th agent at time t, ri is the 
radius of the search neighborhood of the i-th agent at time t.

Step 5. While updating its position in the search space, each agent, based on a probabilistic 
mechanism, moves in the direction of the agent whose luciferin level is higher than its own.

For each i-th agent, the possibility of movement in the direction of agent j is determined by 
the formula:

p t
l t l t

l t l tij
j i

k i
k N ti

( ) =
( ) − ( )

( ) − ( )
∈ ( )
∑

, (5.10)
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where j ∈Ni(t), N t j d t r ti ij d
i( ) = ( ) < ( ){ }: ; l t l t d ti j ij( ) < ( ) ( ),  is the Euclidean distance between 

agents i and j at time t; lj(t) is the luciferin level of agent j at time t; r td
i ( ) is the local area of 

decision making of agent i that changes at time t.
Step 6. Agent i, using the roulette wheel method, selects agent j and moves in its direction. 

Then, the updated position of agent i is determined by the formula:

x t x t st
x t x t

x t x ti i
j i

j i

+( ) = ( ) + ⋅
( ) − ( )
( ) − ( )












1 , (5.11)

where st is the step size.
Step 7. Update the radius of the search neighborhood rd

i by the formula:

r t r r t n N td
i

s d
i

t i+( ) = ( ) + − ( )( ){ }{ }1 0min ,max , ,β  (5.12)

where β is a constant parameter and nt is a parameter to control the number of neighboring agents.
Values ρ, g, st, β, nt are algorithm parameters, the value of which is determined experimentally.
Step 8. Training agents. At this stage, agents are trained using the method of learning artificial 

evolving neural networks proposed in the WPE [2].
Step 9. Determination of the need to attract additional computing resources. At this stage, 

with the help of the proposed work [36] approach calculates the necessary amount of com-
puting resources that must be involved for assessment and parametric control of the control 
object state.

The end of algorithm.
Modeling was carried out to assess the state of the control object and subsequent parametric 

control. The operational grouping of troops (forces) was considered as an object of assessment 
and management. An operational grouping of troops (forces) formed on the basis of an operational 
command with a typical composition of forces and devices according to the wartime staff and with 
a range of responsibility in accordance with current regulations.

The simulation results made it possible to determine the dependence of the algorithm's ope-
ration time on the input parameters. The graph of the dependence of the time of the algorithm on 
the amount of input data is presented in Fig. 5.1.

The time complexity of the algorithm was O(n2), where n is the number of input parameters. 
The dependence of the algorithm's running time on the number of iterations was also considered. 
The simulation results are shown in Fig. 5.2.

This dependence is equal to O(n4), where n is the number of iterations.
To determine the effectiveness of the proposed method, researches were conducted in com-

parison with other swarm methods, namely the ant colony algorithm (ACO) and the particle swarm 
optimization (PSO) method. The results of the experiments are given in Table 5.8.
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 Fig. 5.1 Time complexity of the algorithm depending on the number 
of input parameters

 Fig. 5.2 Dependence of the problem-solving time on the number 
of iterations
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It can be seen from the figures that the developed method outperforms the ACO and  
PSO algorithms in terms of the quality of the obtained solutions. In addition, the method oper-
ates with a smaller number of parameters and, accordingly, does not require large computatio-
nal costs.

The main advantage of the method based on the behavior of a swarm of firefly is that  
while using it, the probability of hitting a local optimum is sharply reduced, and due to par-
allelization, the time is reduced. At each iteration, it is equal to the search time in the most 
promising block.

 Table 5.8 Comparative analysis of swarm algorithms

The number of intermediate 
solution points Particle swarm method Ant algorithm Proposed method

N T, s T, s T, s

5 0.282 0.276 0.232

10 0.723 0.4 0.423

15 6.641 0.999 1.1

20 10.7 2.5 2.7

30 21.3 4.5 4.7

40 42 7.9 7.4

50 56 10.1 9.2

100 120 17.6 19.6

200 727 74.2 80.2

Complexity O
N

O N
−

=
( )





( )1

4

!
! O(N2+N) = O(N2) O(n2)

According to the results of the analysis of the data given in the Table 5.8 it is possible to 
show that the proposed method has an acceptable computational complexity.

In the range (from 50 to 100), the proposed method becomes more efficient in terms of al-
gorithm operation time compared to other algorithms (faster than the particle swarm method by 
72.9–81.6 % and the ant method by 7–9.1 %. The proposed method allows to obtain adequate 
solutions with a complex hierarchical structure of the monitoring object, the effectiveness of the 
proposed method is on average from 17 to 20 % with different hierarchies of the construction 
of the control object.
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The obtained results on increasing the efficiency of parametric control are explained by the 
use of an improved firefly algorithm in contrast to classical empirical expressions. The firefly 
algorithm is not used in its classical form, but by improving it with the help of evolving artificial 
neural networks.

5.3 The method of finding solutions using the improved locust swarm algorithm

The proposed algorithm is an improved locust swarm algorithm and consists of the following 
sequence of actions:

Step 1. Input of initial data. At this stage, the initial data available about the object to be 
analyzed are entered. The existing model of the analysis object is also initialized. At this stage, the 
solution matrix D is filled: each column is filled with a subset of ω i.

Step 2. Processing of initial data taking into account the degree of uncertainty.
At this stage, the type of uncertainty is taken into account about the object to be analyzed and 

initialization of the basic state model of the object to be analyzed [2, 19, 21]. At the same time, 
the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty. This is 
done with the help of correction coefficients.

Step 3. Initial exposure of the AC in the search area.
Let's describe the change in the position of an individual locust with individual behavior.  

Let xi
k is the current position of the i-th AC in a swarm of N individuals. Then a new position xi

k +1 AC 
is calculated according to the following formula:

x x xi
k

i
k

i
+ = + ∆1 , (5.13)

where ∆xi is the change in the position of the i-th AC on the (k+1)-th iteration due to interaction 
with other AC of the swarm.

Two AC with individual behavior do not tend to get closer if there is a small distance between 
them and, on the contrary, they get closer, maintaining the cohesion of the swarm, if there is a signifi-
cant distance between them. The force of attraction/repulsion of the AC is defined as the difference:

s r kar e e
r

r( ) = ⋅ −
− −lim , (5.14)

where r is the distance between a pair of AC; kar is the coefficient of attraction/repulsion of AC; 
lim is the permissible value of the distance between AC. If kar < >1 and lim ,1 then this means that 
there is a small distance between the AC and repulsion is stronger than attraction. Then the force 
of influence of the j-th locust on the i-th locust is determined as follows:

s s r dij ij ij= ( ) ⋅ , (5.15)
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where r x xij j i= −  is the distance between the j-th and i-th AC swarm; d x x rij j i ij= −( ) /  is a unit 
vector. Then the total attraction/repulsion force of the swarm for the i-th locust is defined as 
the superposition of all pairwise interactions:

S si ij
j j

N

=
= ≠
∑
1 1,

. (5.16)

Changing the position of the i-th locust ∆xi corresponds to the work (5.17):

∆ =x Si i . (5.17)

In contrast to individual behavior in swarm behavior, AC rapidly concentrates around indivi-
duals that have found food sources. In order to simulate equal behavior, is introduced for each 
AC xi food index f fi i ∈ ( )0 1, . Then, N individuals of the population are ranked according to  
the decrease of this index and then b individuals (b << N) with the highest food indicators are 
selected among them. Around each of the b individuals in a radius Rc a subset of locusts is ran-
domly concentrated.

It is possible to assume that the entire search space is a plantation where the AC interact with 
each other. Each solution in the search space represents the position of the AC on the plantation 
and is characterized by the value of the fitness function, which reflects the level of the food index. 
The algorithm implements patterns of individual and swarm behavior, which are controlled by a set 
of operators that simulate these behavior patterns.

Population L l l lk k k
N
k{ }, ,...,1 2( ) with N individuals, the AC evolves from the initial position (k = 0) 

to a given number of generations (k = gen). Every locust l i Ni
k = …( )1  is an n-dimensional  

vector { },, ,...,l l li
k

i
k

in
k

1 2  in which each element corresponds to a variable solution of the optimiza-
tion problem. 

The set of variable solutions makes up the admissible search space:

S l R lb l ubk n
d

k
d= ≤ ≤∈{ }| , (5.18)

where lbd  and ubd correspond to the lower and upper bounds of dimension d, respectively. The food 
index level associated with each locust is estimated using the function f li i

k( ).
In the SIBL algorithm, two behavior operators are used at each iteration of the evolution 

process: A – individual and B – swarm. Operator A is used to diversify the solution search space 
and operator B is used to refine the solution in a certain area of space. Let's consider each of the 
operators in more detail.

Operator A, implementing the pattern of individual behavior of the AC, changes the current 
position li

k i-th (i = 1...N) with speed vі AC by magnitude ∆ = + ∆l p l li
k

i i
k

i
k:  taking into account the 

value of the fitness function and the position of the dominant AC of the swarm.
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Step 4. Determination of the initial speed of the AC movement.
Initial speed v0 of each AC is determined by the following expression:

v v v v v vi S i= ( ) =1 2 0, ... , . (5.19)

Step 5. Generation of the search vector for each AC taking into account the degree of uncertainty:

ω ω η ω η ω ηi i i i i in in= ×( ) ×( ) … ×( )( )1 1 2 2, , , . (5.20)

To start the motion process, a vector of the direction of motion of the AC is generated:

∆ = ∆ ∆ … ∆( )ω ω ω ωi i i in1 2, , , , (5.21)

∆ =
= ( ) >

− ≤






ω ij

a t rand

a t

, , / ;

, / ,

 if 

 if 

0 1 1 2

1 2
 (5.22)

where j n= …12, , , , a a >( )0  is the step length and is chosen depending on the studied area.
The force of attraction/repulsion between the j-th and i-th individuals is calculated as follows:

s l l s r d randij
m

i
k

j
k

ij ij= + −( ) ⋅ ( ) ⋅ ( )ρ , , ,1 1  (5.23)

where determined accordingly (1); d l l rij j
k

i
k

ij= −( ) /  is a unit vector directed from li
k  to l j

k; 
rand 1 1,−( ) is a random number from the interval (–1, 1); ρ l li

k
j
k,( ) is the dominance function be-

tween the j-th and i-th AC. To determine ρ, all AC of the population L l l lk k k
N
k{ }, ,...,1 2( ) are ranked 

in decreasing order of their fitness functions. The best AC is assigned a rank of 0, the worst 
individual receives a rank of N–1. Thus, the function ρ l li

k
j
k,( ) is defined as follows:

ρ l l
e rank l rank l

e
i
k

j
k

rank l N

i
k

j
k

ra

i
k

,
;( ) =

( ) ( )<
− ⋅ ( )

− ⋅

( )5

5

, if 

nnk l N

i
k

j
ki

k

rank l rank l( )( ) ( ) ( )







 >, if ,

 (5.24)

where the rank(α) function indicates the rank of an individual. According to (5.24), the function ρ 
acquires values from the interval (0, 1) and the value 1 is reached when one of the individuals is the 
best element of the population and a value close to 0 – when both individuals have low indicators 
of the fitness function.

Finally, the total force of attraction/repulsion acting on the i-th individual is calculated as the 
superposition of all pairwise interactions:

S si
m

ij
m

j j

N

=
= ≠
∑
1 1,

. (5.25)



155

5 Scientific-method apparatus for improving the efficiency of information processing using 
artificial intelligence

CH
AP

TE
R 

 5

Step 6. Calculation of the change in the value of the AC fitness function.
After calculating the new positions P p p pN{ }, ,...,1 2( ) of AC population Lk, it is necessary to 

change the values of the fitness functions F f f fN{ } ., ,...,1 2( )  At the same time, only those changes 
that guarantee improvement of the search results are allowed. In other words, if f p f li i i i

k( ) > ( ), 
then a new position is taken pi , otherwise the position is maintained li

k :

f
p f p f l

l
i

i i i
k

i
k

=
( ) > ( )






, ;

,

 if  

 otherwise.
 (5.26)

Operator B, which implements the AC swarm behavior pattern, is aimed at refining the solution 
in a certain area of the search space. To perform it, first, the AC suitability functions are sorted 
in descending order. Sorting results are stored in a set B b b bN{ } ., ,...,1 2( )  Among them, the g best 
AC with the highest value of the fitness function stand out. They form a subset E of the most 
promising solutions. Around each individual with fi ∈ E, a subspace is created with radius Cj , which 
is determined as follows:

e
ub lb

nd

q q
q

n

=
−( )

⋅=
∑

1 β, (5.27)

where ubq and lbq are the upper and lower limits in the q-th dimension, n is the dimension of the 
variables of the optimization problem, β ∈ 0 1,  is an algorithm parameter. Subspace boundaries Cj 
are modeled as follows:

uss b e lss b ej
q

j q d j
q

j q d= + = −, ,, ,  (5.28)

where ussj
q and lssj

q are the upper and lower bounds in the q-th dimension of the subspace in 
accordance. Inside this subspace, h (h < 4) new AC are randomly generated, among which the 
individual with the best value of the fitness function is selected.

Step 7. Learning the knowledge base of the AC.
In this research, the learning method based on evolving artificial neural networks, developed in 

the research [2], is used to learn the knowledge bases of each AC.
The end of algorithm.
The method of finding solutions using the improved locust swarm algorithm is proposed.
The work of the solution search processing method was simulated according to Steps 1–7. 

Simulation of the work of the proposed method was carried out in the MathCad 14 software 
environment (USA). The assessment of elements of the operational situation of the group of 
troops (forces) was the task to be solved during the simulation.

During the simulation, the following settings of the improved locust algorithm were used: 
kar = 0.75; N = 50, gen = 1000. The obtained results were averaged over 30 independent runs.
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During initialization (k = 0), the initial population is formed L l l lN
0

1
0

2
0 0{ } ., ,...,( )  The va-

lue { }, ,...,l l li i in1
0

2
0 0( ) of each individual dimension d are distributed randomly and uniformly bet-

ween the predefined lower initial limit of the parameter lbd  and the upper initial limit of the 
parameter ubd :

l lb rand ub lbij d d d
0 = + ⋅ −( ),

where i N d n= =1 1... , ... . In the process of iterative execution of the algorithm, the individual 
operator A and the swarm operator B are executed until the number of iterations k gen=   
is reached.

A set of three multivariate test functions were used to test the performance of the im-
proved: Rosenbrock function f1(x), Sphere function f2(x) and Ackley function f3(x). The de-
scription of test functions is presented in Table 5.9. In the Table 5.1 n is the dimension of 
the function; In is the interval of variation of variables xi; x

* is the optimal solution; fi(x
*) is the 

minimum value of the function.

 Table 5.9 A set of test functions

Test function fi(x) x Ii
n∈ n Minimum

f x x x xi i i
i

n

1 1
2 2

1

1

100 1( ) = −( ) × −( )



+

=

−

∑ [–5, 10]n 50 f1(x
*) = 0, 

x* = (1…1)

f xx i
i

n

2
2

1
( ) =

=
∑ [–100, 100]n 50 f2(x

*) = 0, 
x* = (0…0)

f
n

x
n

xx i
i

n

i
i

n

3
2

1 1

20
1 1

2 20( ) = −








 − ( )









 +

= =
∑ ∑exp exp cos π [–32, 32]n 50 F3(x

*) = 0, 
x* = (0…0)

The Rosenbrock function f1(x) has a large, slowly decreasing plateau. The global minimum of 
the function is inside a parabolic highly elongated surface. The sphere function f2(x) is unimodal, 
unlike the Ackley function f3(x), which is multimodal.

The comparison was based on the following indicators: average best solution, median best 
solution, and standard deviation from the best solution. The averaged results corresponding to 
30 separate launches are given in the Table 5.10.

Each cell of the Table 5.10 shows the average, median solution and standard deviation from 
the best solution, respectively. 

According to Table 5.2, the improved locust swarm algorithm provides a gain of 25–28 % 
compared to the canonical algorithm. The level of significance is 6 % at a value of T < 0.05 (sums 
of Wilcoxon ranks for independent samples).
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 Table 5.10 Comparative evaluation of the proposed algorithm with known ones

Test func-
tion f1(x)

Particle swarm 
algorithm [10]

Differential evolution 
algorithm [12]

Canonical locust swarm 
algorithm [23]

Improved locust 
swarm algorithm

f1(x) 2.77·10–02 2.27·10–02 5.47·10–04 5.02·10–04

2.66·10–02 2.23·10–02 4.87·10–04 4.1·10–04

5.86·10–03 5.03·10–03 1.33·10–05 1.11·10–05

f2(x) 8.55·10–03 6.93·10–03 9.23·10–06 8.82·10–06

3.15·10–02 5.53·10–05 7.95·10–06 7.02·10–06

1.65·10–03 1.02·10–05 1.17·10–06 0.95·10–06

f3(x) 3.55·10–02 7.02·10–04 4.22·10–05 3.9·10–05

4.83·10–02 7.20·10–04 2.65·10–05 2.2·10–05

1.2·10–03 2.22·10–04 3.71·10–06 3.1·10–06

This method will allow:
– to assess the state of the heterogeneous analysis object;
– to determine effective measures to improve management efficiency;
– to increase the speed of assessment of the state of a heterogeneous object of analysis;
– to reduce the use of computing resources of decision support systems.
The limitations of the research are the need to have an initial database on the state of the 

analysis object, the need to take into account the time delay for collection and proof of information 
from intelligence sources.

The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

This research is a further development of researches aimed at developing method princi-
ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].

The directions of further research should be aimed at reducing computing costs when process-
ing various types of data in special purpose systems.

5.4 Method for finding solutions using an improved emperor penguin algorithm

The proposed algorithm is an improved emperor penguin algorithm and consists of the following 
sequence of actions.

Step 1. Input of initial data. At this stage, the initial data available about the object to be ana-
lyzed are entered. The existing model of the analysis object is also initialized, the decision matrix D 
is filled: each column is filled with a subset of Fk.
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Step 2. Setting up agents on the search plane.
At this stage, the AIP is issued taking into account the type of uncertainty about the object 

to be analyzed and the basic model of the object state is initialized [2, 19, 21]. At the same 
time, the degree of uncertainty can be: full awareness; partial uncertainty and total uncertainty.  
The above is carried out with the help of appropriate correction coefficients, which are set at the 
analysis stage.

Step 3. Numbering of AIP in the flock, i, i ∈[0,S].
Since penguins are social animals, each member of the flock participates in the general heat 

exchange: all AIP emit heat, which attracts other members of the AIP colony.
Step 4. Setting the initial speed of AIP and thermal radiation of each AIP.
Initial speed v0 of each AIP is determined by the following expression:

v v v vi S= ( )1 2, ... , v vi = 0. (5.29)

The initial thermal radiation of each AIP is determined by the expression:

T T T Ti S= ( )1 2, ... , T Ti = max, (5.30)

where Ti is the value of thermal radiation of AIP with number i; Tmax is the maximum thermal 
radiation of AIP.

Step 5. Calculation of the position of each AIP on the total search area and its cost.
The cost of each AIP is calculated according to the formula:

Q A T es
x= εσ µ4 , (5.31)

where A is the total surface area of the AIP; e is the radiative capacity of bird plumage AIP;  
σ is the Boltzmann's constant; Tі is the AIP body temperature; µ is the coefficient of attenuation 
of thermal radiation of each AIP, which is calculated taking into account the degree of noise of the 
initial data about the analysis object, based on the method developed in works [22, 24]; x is the 
distance to the nearest penguin in meters.

Also, at this stage, the cost of each AIP is compared among themselves. AIPs always move 
towards an agent that has a low cost (high heat intensity) absorption. The cost of the agent is 
determined according to the desired function, which accepts the coordinates of the given agent 
as arguments. In other words, the penguin with the closest position to the global optimum of the 
function will have the lowest cost, and therefore others will move towards it.

Step 6. An approach (attraction) of AIP to another AIP.
Thus, penguins gather in clusters. However, agents do not move linearly, but spirally. The spiral 

movement of AIP is described by the formula:
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where a is the height of the penguin; b is the thickness of the penguin; Q is the attractiveness of 
the penguin (calculated from expression (5.31)).

Step 7. Changing the trajectory of AIP movement.
In order not to be limited to a uniform spiral path, a random component is required, which it is 

possible to introduce using formula (5.32), as follows:
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where j is the mutation coefficient; e is a vector of uncertainty information about the state 
of the analysis object of.

Step 8. Selection of the best individuals from the AIP flock.
At this stage, with the help of the improved genetic algorithm proposed by the authors 

in the research [25], the best AIPs in the flock are selected based on the indicators of the 
reduction in heat radiation power of each AIP, the mutation coefficient and the attenuation 
coefficient.

Step 9. Ranking of the received solutions and their sorting.
After recalculating the AIP position, according to the work (5.32), the mutation coefficient 

is added, as was shown in the work (5.33). The cost of AIP is again compared, the best result is 
selected. After each iteration, it is necessary to sort the best solutions and reduce the amount 
of thermal radiation, mutation rates and attenuation.

Step 10. Learning AR knowledge bases.
In the research, the learning method developed in the work [2] is used to learn the knowl-

edge bases of each AIP, based on artificial neural networks that evolve to change the nature of 
movement of each AIP, for more accurate analysis results in the future.
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Step 11. Determination of the amount of necessary computing resources of intelligent deci-
sion-making support system.

In order to prevent looping of calculations on Steps 1–10 of this technique and to increase 
the efficiency of calculations, the system load is additionally method. When the defined threshold 
of computational complexity is exceeded, the amount of software and hardware resources that 
must be additionally involved is determined using the method proposed in the work [37].

The end of algorithm.
To evaluate the effectiveness of the researched methodology, simulations were carried out 

using some functions of global optimization on the example of a number of test functions, in 
particular, multi-extreme functions with a complex landscape. As a result of the simulation, sets 
of input parameters were obtained that ensure the optimal operation of the algorithm under the 
given conditions (Table 5.11).

 Table 5.11 The results of the AIP algorithm for test functions

Function Function di-
mensionality Number of AIP Number of 

iterations Result Average time, 
sec.

De Jong (global 
optimum: 0)

2 4 4 0 0

5 14 18 0 0.1

10 28 35 0.001 3.17

30 30 80 0.007 30.42

Rastrigin (global 
optimum: 0)

2 6 8 0 0

5 64 40 0 18.23

10 50 100 0.03 62.5

30 50 300 0.97 528.4

Hryvnoka (global 
optimum: 0)

2 6 4 0 0

5 16 15 0.002 0.17

10 30 40 0.004 4.77

30 43 46 0.028 89.38

Ackley (global 
optimum: 0)

2 6 4 0 0

5 24 16 0.001 0.15

10 42 32 0.013 3.24

30 50 50 0.021 66.73

Bukin (global  
optimum: 0)

2 8 4 0 0

5 20 15 0.002 2.08

10 40 35 0.03 4.16

30 50 42 0.85 70.4
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Analyzing the performance results of the improved algorithm, shown in Table 5.1, it can 
be seen that for functions with a small number of parameters, the algorithm demonstrates its 
greatest efficiency, however, when the dimension of multi-extremal functions with a complex 
landscape (such as Rastrigin, Hryvnoka, Bukin functions) increases, there is a slight deviation 
from global optimum, this deviation can be smoothed out by increasing the number of iterations 
and agents that affect the duration of the method.

The Rosenbrock function should be noted separately: when the number of parameters in-
creases to more than 10, the AIP shows a rather noticeable deviation from the optimal solution, 
so to achieve the required accuracy, a serious increase in time costs is required, which makes the 
method ineffective in this particular case.

Based on the research conducted, it can be said that AIP is more effective for working with 
functions with a small number of parameters, however, one of the ways to improve the accuracy 
of the solutions found for multiparameter multimodal functions is to modify or hybridize the method 
with other algorithms.

The results of the comparative evaluation according to the criterion of efficiency of evaluation 
with known scientific studies are shown in Table 5.12.

 Table 5.12 The results of solving the task

Iteration 
number

Method of branches 
and boundaries [17]

Genetic algo-
rithm [12]

AIP canonical 
algorithm [23]

Improved AIP 
algorithm

N T, s T, s T, s T, s

5 1.125 1.125 1.1 1.05

10 0.625 0.625 0.611 0.450

15 48.97 58.20 56.2 55.41

20 106.72 44.29 42.75 40.21

30 –0.1790 –0.0018 –0.0003 –0.00007

40 –0.158 –0.070 –0.041 –0.06

50 97.76 –974.30 –3.83 –331.19

100 –133.28 –195.71 –195.15 –198.12

200 7980.89 7207.49 7222.16 7022.85

As can be seen from the Table 5.11, the gain of the specified method of finding solutions is 
from 13 to 17 % according to the criterion of efficiency of data processing.

The limitations of the research are the need to have an initial database on the state of the 
object of analysis, the need to take into account the time delay for collection and proof of infor-
mation from intelligence sources.
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The proposed approach should be used to solve problems of evaluating complex and dynamic 
processes characterized by a high degree of complexity.

This research is a further development of researches aimed at developing method princi-
ples for increasing the efficiency of processing various types of data, which were published ear- 
lier [2, 4–6, 23].

The directions of further research should be aimed at reducing computing costs while process-
ing various types of data in special purpose systems.

Conclusions

1. A mathematical formulation of the research task was carried out with the help of a pack 
of wolves. The proposed mathematical formulation of the research task allows to formulate a me-
chanism for solving the optimization problem using the wolf flock algorithm during the management 
of hierarchical objects.

2. The method implementation algorithm was defined, which allows:
– to take into account the type of data uncertainty;
– to take into account the available computing resources of the management object state 

analysis system;
– to increase the efficiency of adaptation of a wolf flock with the help of an improved genetic 

algorithm, developed in the work [24];
– to carry out an initial display of individuals of a pack of wolves, taking into account the type 

of uncertainty.
3. Example of using the proposed method was conducted on the example of assessing the state 

of the operational situation of a group of armies (forces). The conducted simulation showed that the 
obtained modification of the method of searching by a pack of wolves better solves the task of state 
analysis and parametric control with different input data to the traveling salesman problem than the 
classical algorithm of searching by a wolf flock. It also showed better results compared to well-known 
algorithms for solving this problem, such as the genetic algorithm and the particle swarm algorithm.

The specified example showed an increase in the efficiency of data processing at the level of 
23–30 % due to the use of additional improved procedures. The obtained data made it possible 
to conclude that the time complexity of the algorithm does not exceed the polynomial complexity.

4. The development of a mathematical model of parametric optimization based on the improved 
firefly algorithm in special purpose information systems was carried out. The specified formalization 
allows to describe the processes taking place in special purpose information systems while solving 
the tasks of parametric control of the object state. This approach makes it possible to effectively 
parallelize the process of searching for an optimal solution, which partially eliminates the problem 
of prior convergence of the algorithm and to control the search process for finding optimal and 
quasi-optimal solutions. As a criterion for the effectiveness of the specified method, the efficiency 
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of decision making regarding the parametric control of the object state of the with the given  
reliability was chosen. This makes it possible to create a hierarchical description of a complex 
process by levels of generalization and conduct an appropriate analysis of its state.

5. An algorithm for the implementation of the method is defined, which allows:
– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the management object state 

analysis system;
– to determine the necessary computing resources of the system for operational assessment 

of the object's condition;
– to carry out accurate training of individuals of a swarm of firefly using the expressions 

developed in the work [2].
6. An example of the use of the proposed method was conducted on the example of assessing 

the state of the operational situation of a group of forces (forces). The specified example showed 
a 17–20 % increase in the efficiency of data processing due to the use of additional improved pro-
cedures. The obtained data made it possible to conclude that the time complexity of the algorithm 
does not exceed the polynomial complexity.

7. An algorithm for the implementation of the method was determined, thanks to additional and 
improved procedures, which allows:

– to avoid the concentration of AC in the current best positions;
– to reduce the probability of premature convergence of the algorithm;
– to maintain a balance between the speed of convergence of the algorithm and diversification;
– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of search for AC;
– to carry out the initial display of AC individuals, taking into account the type of uncertainty;
– to carry out accurate training of AC individuals;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
8. An example of the use of the proposed method was carried out on the example of assessing 

and forecasting the state of the operational situation of a group of troops (forces). The specified 
example showed an increase in the efficiency of data processing at the level of 25–28 % due to the 
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use of additional improved procedures for adding correction coefficients for uncertainty and noisy 
data, as well as training of the AC.

9. An algorithm for the implementation of the method was determined, thanks to additional and 
improved procedures, which allows:

– to take into account the type of uncertainty and noisy data;
– to take into account the available computing resources of the state analysis system of the 

analysis object;
– to take into account the priority of the AIP search;
– to carry out the initial exhibition of AIP individuals taking into account the type of uncertainty;
– to carry out accurate training of AIP individuals;
– to determine the best AR individuals using a genetic algorithm;
– to conduct a local and global search taking into account the degree of noise of the data on 

the state of the analysis object;
– to conduct training of knowledge bases, which is carried out by training the synaptic weights 

of the artificial neural network, the type and parameters of the membership function, as well as the 
architecture of individual elements and the architecture of the artificial neural network as a whole;

– to be used as a universal tool for solving the task of analyzing the state of analysis objects 
due to the hierarchical description of analysis objects;

– to check the adequacy of the obtained results;
– to avoid the problem of local extremum.
10. An example of the use of the proposed method was carried out on the example of assessing 

and forecasting the state of the operational situation of a group of armies (forces). The specified 
example showed an increase in the efficiency of data processing at the level of 13–17 % due to the 
use of additional improved procedures of adding correction coefficients for uncertainty and noisy 
data, AIP selection, as well as AIP training.
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