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in IT project

abstract

The object of the research is the IT project configuration management process.
During the research, the task of identifying the configuration items (CI) of the IT product has 

been solved. Research in this field is mainly aimed at solving the problem of configuration analysis 
during the refactoring of a monolithic IT product into separate services or microservices. The ques-
tion of decomposition methods of the description of the architecture of the developed IT product 
into separate functional SIs remains practically unexplored.

In the course of the research, it has been proposed to use hierarchical and non-hierarchical 
clustering methods to solve the problem of identifying functional CIs. As examples of hierarchical 
clustering methods, the agglomerative clustering method (AGNES using the nearest neighbor algo-
rithm) and the divisive clustering method DIANA have been proposed. The k-means algorithm has 
been proposed as an example of non-hierarchical clustering methods. In addition to them, it has 
been suggested to use one of the grapho-analytic clustering methods for comparison, which was 
developed to solve the decomposition problem of the description of the monolithic architecture of 
the software product into separate microservices.

The starting data for the research is the description of the architecture of the "Formation 
and management of the individual plan of the scientific and pedagogical worker of the depart-
ment" functional task at the level of individual functions. 10 functions of this problem have been 
considered as CI. Descriptions of 12 entities of the problem database have been used to define 
these functions. The features of the solution have been considered and the results of the solu-
tion to the problem of identifying functional CIs using all four selected clustering methods have 
been obtained.

A comparative analysis of the process of solving and the obtained results of solving the task 
of identifying functional CIs using all four selected clustering methods has been carried out. It has 
been established that the best alternative is to use hierarchical clustering methods to solve this 
problem. This makes it possible to further consider the task of assigning to individual teams of  
IT project executors a list of functional CIs that require implementation as a sequence of individual 
single-criteria optimization tasks. 
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Modern views recognize the process of configuration management as one of the main pro-
cesses of project management within the life cycle of IT products of various purposes. Such 
projects will be referred to as IT projects hereafter. And although different points of view define 
the appropriateness of the configuration management process, the formulation of the purpose 
of this process, which is a rule, coincides. Thus, in [1], the configuration management process 
is one of the integrated change control processes. In contrast to this point of view, in [2] the 
process of configuration management is one of the processes of technical management of an IT 
project. But the descriptions of the purpose of this process are more similar to each other. In [1], 
the purpose of this process is to systematically control configuration changes and maintain the 
integrity and tracking of the configuration throughout the entire product life cycle. In [2], the pur-
pose of this process is to manage and control system items and configurations within the system  
life cycle. In addition, configuration management ensures meaningfulness between a product and 
the configuration definition associated with that product [2]. The variants of decomposition of 
the configuration management process also correspond. Thus, in [1] the main tasks of this pro-
cess are: planning and management of the configuration management process; configuration 
identification; configuration control; configuration state accounting; configuration audit and pro-
duct release and delivery management. In [2], the main actions of this process are: configuration 
management planning; configuration definition; implementation of configuration change mana-
gement; performance of configuration status accounting; configuration evaluation; implementa-
tion of release control.

Certainly, the key work of the configuration management process is the work of identifying or 
defining the configuration. The results of the execution of almost all other works of this process 
depend on the results of this work. In general, the points of view on the tasks that are performed 
within the scope of this work coincide. Thus, in [1], the work on configuration identification includes 
the following tasks:

– determination of items that are subject to control;
– establishment of item identification schemes and their versions;
– establishment of tools and methods that will be used to obtain and manage selected items.
In [2], the configuration definition action includes the following tasks:
– determination of system items and information objects that are configuration objects;
– determination of hierarchy and structure of system information;
– setting identifiers of the system, system item and information object;
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– determination of baselines during the life cycle;
– obtaining the agreement of the party acquiring the system to establish a baseline with  

the supplier.
But these points of view on the process of configuration management, its purpose and content 

are too theoretical and methodical in nature. A significant reason for this is, in particular, the lack 
of a clear idea of what exactly to consider controllable items within the configuration management 
process [1], or configuration objects [2]. Usually, such items are called "configuration items" (CI). 
These items can be IT products or their baselines, individual system items of such products, infor-
mation objects, software, a set of hardware or software-hardware complexes. It is recognized that 
CI can be described by a hierarchical scheme of decomposition of products into separate system 
items, system items into separate software services, etc. [2]. As a result, it should be assumed 
that at different stages of the life cycle of an IT product, different descriptions of system items 
may appear as CI, depending on the current level of presentation of this IT product. An example of 
such a multi-level representation is proposed in [3].

Based on this assumption, it becomes possible to conduct research on methods of solving the 
problem of determining the optimal set of CIs at the early stages of the life cycle of IT products. 
Optimal here should be understood as such a CI set that will require minimal expenditure of time and 
resources for the implementation of relevant IT projects. Among these IT projects, special attention 
should be paid to IT projects of creation or development of information systems (IS) management of 
enterprises and organizations. As shown in [4], most cases of negative impact of local decisions on 
the overall design and quality of a large software and technical system are eliminated, in particular, 
by early division of the system into separate items. Solving the task of determining the optimal set 
of CI provides an assessment of the possibility of implementing an IT project of creating an IS at the 
stages of project initiation and planning. Such an assessment will make it possible to make more 
informed decisions about the possibility and feasibility of implementing such projects. Therefore, 
such studies should be recognized as relevant.

1.1 Analysis of modern research in the field of identifying configuration items  
in IT product

Solving the problem of CI identification is of particular importance when designing large sys-
tems (the so-called "System of Systems"), which include a significant number of IS management 
of enterprises and organizations. Thus, in [4] it is shown that negative cases of the influence of 
local decisions on system-wide decisions arose mainly as a result of incorrect interpretation of re-
quirements or bias of personal experience. This allows to draw a conclusion about the feasibility of 
using to solve the problem of CI identification during the identification and planning of an IT project 
for the creation of artificial intelligence methods IS. In such methods, the subjective influence of 
an individual specialist is minimized. At the same time, the basic description of the IS, which can be 
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decomposed into separate CIs, should be considered the description of the architecture of the IS 
being created. It is this description that combines the descriptions of individual requirements for  
IS and its individual functions [2].

The vast majority of modern research on solving the problem of decomposition of the descrip-
tion of the system architecture into separate CIs is based on the results of theoretical studies 
considered in [5]. From these results it follows that:

a) most of the existing approaches to the decomposition of a monolithic architecture into a set 
of individual microservices are applicable only under certain conditions;

b) there are probably no universal approaches to solving this problem.
However, the research results given in [5] practically do not take into account the transfer of 

the solution of this problem to a higher level of abstraction. Such a transfer is, in particular, the 
selection of CIs that implement individual IS functions from the description of the architecture of 
this system as a coherent set of functions.

The first of the above statements is supported by modern research on refactoring the code 
of a monolithic software application into individual microservices [6, 7]. At the same time, a den-
sity-based clustering algorithm is used to solve this problem in [6]. For such a special case of 
the decomposition problem of the description of the system architecture into separate CIs, the 
proposed solutions give positive results. However, a serious limitation of the application of these 
results is the need to observe the assumption of invariance of the functional decomposition of the 
original description of the software application architecture. This assumption may be violated as  
a result of a change in an existing or the appearance of a previously forgotten functional require-
ment for an IT product.

Theoretical studies, aimed at verifying the second of the above statements, made it possible 
to establish that the solution of most IT service selection problems requires an a priori definition 
of a set of functionally equivalent IT services [8]. This means that the decomposition problem of 
the description of the system architecture, created on the basis of a set of functional system re-
quirements, into individual IT services must be solved separately for abstract descriptions of these 
services. Such abstract descriptions should not depend on the implementation specifics of these 
services and the non-functional requirements put forward to the services.

This conclusion is confirmed by the results of solving the problem of identification based on 
the description of the meta-architecture of the designed software system of individual software 
artifacts that ensure the reliable operation of this system [9]. This work shows that the use of 
abstractions to describe the architecture of a software system simplifies the solution of the de-
composition problem of the description of the system architecture into separate items. However, 
the selection of such abstractions by functional feature was not considered in [9].

The application of the approaches proposed in [8] to the implementation of the functional de-
composition of the description of the architecture of the software system into separate items is 
shown in [10]. In this work, at the first stage, the description of the architecture of the software 
system is divided into separate items, taking into account the necessary evolutionary changes.  
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The second stage of solving the decomposition problem in [10] is considered as the selection of such 
decomposition options that satisfy the constraints on the cost of the necessary changes. However, 
this approach to solving the decomposition problem leaves open the issue of assigning individual CIs 
to IT project teams. The solution to this issue requires the assignment to each individual team or per-
former of such a subset of CIs that would contain the most similar functional CIs among themselves.

The decomposition of the description of the system architecture into individual microservices 
using an object-oriented language was studied in [11]. The proposed Silvera language and its com-
piler make it possible to automate the decomposition of the system-wide description of the ar-
chitecture into descriptions of individual microservices during the design of the software system.  
But the use of this solution is limited by the following features [11]:

– focusing exclusively on the decentralized development of microservices;
– the absence of a description of the business logic in the description of the system architecture.
Also, in [3], the issue of the optimal (from the point of view of IT project costs) number of 

teams of microservices developers that are allocated is neglected.
The analysis of the considered publications allows to formulate the following conclusions:
a) for large IT projects of creation or development of IS for management of enterprises and 

organizations, the task of CI identification is an important task;
b) solving the problem of CI identification in similar IT projects is usually considered as solving 

the decomposition problem of the IS architecture description into separate CI;
c) solving this problem requires its division into two sequentially solved sub-problems:
– the subtask of forming a set of options for decomposing the description of the system archi-

tecture into separate functional CIs;
– the subtask of selecting from a set of separate functional CIs a subset that will satisfy the 

selection conditions in the best way.
At the same time, it should be remembered that the peculiarities of solving the problem of 

forming a set of options for the decomposition of the description of the system architecture into 
separate functional CIs have been studied very poorly.

These conclusions make it possible to recognize the need for research in the field of finding 
special methods for solving the subtask of forming a set of options for the decomposition of the 
description of the system architecture into separate functional CIs. Such methods should be aimed 
at forming a set of all possible options for decomposition of the IT product architecture description 
into individual CIs.

The aim of this research is to identify the advantages and disadvantages of using the simplest 
clustering methods to solve the subtask of forming a set of options for the decomposition of the 
description of the IS architecture into separate functional CIs. For this purpose, it is proposed to 
compare the progress and results of solving this subtask using hierarchical and non-hierarchical 
clustering algorithms. It is expected that the results of the research will allow to draw a conclusion 
about the expediency of using clustering methods to solve the problem of identifying functional CIs 
and reasonably recommend the best of the considered algorithms.
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To achieve this aim, it is proposed to solve the following research problems:
– to determine the features of hierarchical and non-hierarchical clustering algorithms that will 

be used in the research;
– to formulate a description of the initial data of the identification task of functional CIs, which 

will be used to compare different solutions;
– to consider the progress and results of solving the problem of identifying functional CIs using 

selected representatives of hierarchical and non-hierarchical clustering algorithms;
– to conduct a comparative analysis of the results of the received decisions.

1.2 Methods of research

Hierarchical clustering methods are usually divided into two large classes: agglomerative and 
divisive. As an example of agglomerative methods, it is proposed to use the AGNES hierarchical 
agglomerative clustering method. To solve the subtask of forming a set of options for the decom-
position of the description of the system architecture into separate functional CIs, this method can 
be represented as a sequence of the following stages [12, 13]:

Stage 1. The entire set CI is represented as a set of clusters C, each of which contains one 
item CI i, i = 1,…,n, where n is the number of items in the CI set. Calculate the distance matrix D 
between the items of the set C.

Stage 2. Select two clusters cp and cq, the distance between which will be minimal, and com-
bine them into a new cluster cr, entering it instead of clusters cp and cq into the set of clusters C.

Step 3. Calculate the values of the distance matrix D using the rule:

d d d d d d r s r p r qrs p ps q qs pq ps qs= × + × + × + × − ≠ ≠ ≠α α β γ , , , , (1.1)

where dps – the distance between the centers of clusters cp and cs; dqs – the distance between 
the centers of clusters cq and cs; dpq – the distance between the centers of clusters cp and cq;  
αp, αq, β and γ – parameters whose value is determined based on the selected distance calcula-
tion algorithm.

Step 4. Repeat Step 2 and Step 3 until one cluster is formed that includes all items of the CI set.
It is proposed to use the nearest-neighbor clustering algorithm as an algorithm for calculat-

ing distances. For this algorithm, the parameters in (1.1) acquire the following values: αp = 0.5; 
αq = 0.5; β = 0; γ = –0.5 [12, 13].

As an example of divisive methods, it is proposed to use the DIANA hierarchical divisive cluster-
ing method. In order to solve the subtask of forming a set of options for the decomposition of the 
description of the system architecture into separate functional CIs, this method can be represen-
ted as a sequence of the following stages [12–14]:

Stage 1. Form one cluster C1 consisting of all m items of the original set of clustering objects CI.
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Step 2. Select the C1 cluster item with the largest average distance value from other clus-
ter items. The average distance value for the ip item of cluster C1 can be calculated as follows:

D i
m

d i i i i p qp p q
q

m

p qC1 C1( ) ( , ) , , ,= × ∀ ∈ ≠
=

∑1

1

 (1.2)

where m – the number of items in cluster C1; ip – the p-th item of cluster C1; iq – the q-th item of 
cluster C1; d(ip, iq) – the distance between the items ip and iq.

Step 3. Remove the item selected in Step 2 from cluster C1 and include it in the new cluster C2.
Stage 4. Among the remaining items of the cluster, find one for which the difference between 

the average distance to the items remaining in the cluster C1 and the average distance to the 
items included in the cluster, C2, is positive and maximal.

Step 5. Delete the item selected in Step 4 from cluster C1 and include it in the new cluster C2.
Step 6. Continue to perform Steps 4, 5 until the differences of the average distances become 

negative, then terminate the method.
The result of this method is the division of the original cluster C1 into two children – C1 and C2. 

Next, one of the child clusters is selected and divided into two more child clusters using this method. 
The separation procedure stops in one of the following cases [11–13]:

a) only one item remains in the child cluster;
b) all items of the child cluster have zero difference from each other.
The results of the use of hierarchical classification methods are dendrograms, which describe 

the result of the decomposition of the IS architecture description into separate clusters of func-
tional CIs. These results allow to proceed to the solution of the sub-problem of selecting from  
a set of separate functional CIs a subset that will satisfy the selection conditions in the best way.  
The solution of this subtask is aimed at grouping selected clusters of functional CIs into lists of 
tasks (backlogs) for IT project implementation teams. At the same time, it is assumed that each 
team of performers is homogeneous, that is, it consists of specialists with the same skills and level 
of quality of work performance.

This approach requires a significant investment of time. These costs could be reduced by 
using non-hierarchical clustering methods, namely partitioning methods. A classic example of these  
methods is the k-means algorithm [12–14]. The use of this algorithm makes it possible to deter-
mine clusters of functional CIs according to the number of executive teams that may be assigned to 
the implementation of the IT project of creation or development of this IS. In addition, the k-means 
algorithm is one of the simplest clustering methods and is the basis for a sufficiently large set of 
non-hierarchical algorithms [12–14].

Conducting research requires comparing the course and results of the proposed clustering 
methods. Therefore, it is necessary that the above methods are based on the same method of 
determining the distance between descriptions of functional CIs. For this purpose, the research 
introduces an assumption according to which descriptions of functional CIs are sets of entities  
or classes. Therefore, it is suggested to use the methods of determining the distance for objects 
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whose descriptions contain qualitative features. Among such descriptions, the most frequently 
used are [15]:

– Hamming distances dH x x x xi j
l

n

il jl( , ) ;= −
=
∑

1

– distances based on the Hauer coefficient;
– distances based on different correlation coefficients (for example, Pearson, Spearman or Kendall).
However, these methods do not sufficiently take into account the peculiarities of the IS  

CI description. Therefore, the use of these methods in their pure form to solve the given sub-task 
is ineffective.

In order to establish a better way of determining the distance between descriptions of func-
tional CIs, let's introduce the second assumption into the study. According to this assumption, the 
description of each individual IS function as a functional CI should be unified and represent a set of 
the following groups of descriptions [16]:

a) a group of descriptions of entities or classes that characterize a specific functional CI;
b) a group of descriptions of entities or classes of input data flows of a specific functional CI;
c) a group of descriptions of entities or classes of output data flows of a specific functional CI.
This assumption allows to state that the descriptions of two functional CIs should be con-

sidered different if they do not match at least in one of the above groups. Based on this, it is 
recommended to use the Chebyshev distance to determine the distance between descriptions of 
functional CIs based on the introduced assumptions. This distance is determined by the formula:

d i i i ip q l m pl ql∞ ≤ ≤
= −( , ) max ,

1
 (1.3)

where ip, iq – objects between which the distance is determined; ipl – the l-th coordinate of the 
object ip, 1 ≤ l ≤ m; iql – the l-th coordinate of the object iq, 1 ≤ l ≤ m.

In this study, the objects ip, iq will be descriptions of the i-th and j-th functional CIs. The coordi-
nates of each specific object will be the groups of function descriptions, input and output flows of 
the corresponding CIs discussed above. Based on this, the number m will be equal to 3 for the task 
of decomposition of the description of the IS architecture into separate clusters of functional CIs.

However, to determine the Chebyshev distance, it is necessary that the coordinate values 
be numerical for all objects. For the sub-task of decomposition of the description of the IS archi-
tecture into separate clusters of functional CIs, groups of descriptions, which are selected as 
coordinates, are sets of character strings. At the same time, the entities or classes, the descrip-
tions of which form these groups, are considered as sets. The items of these sets are individual 
attributes (and, in the case of classes, also methods). Therefore, it is suggested to introduce 
additional assumptions:

a) the descriptions of each specific entity or class do not change depending on their inclusion 
in the descriptions of the function, input or output flows of different CIs;

b) each entity or class description can be matched with an identifier.
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These assumptions make it possible to represent groups of descriptions of any functions, input 
and output flows of CIs as a set, the items of which are binary variables. These variables take the 
value 1 if the description of the entity or class with the corresponding identifier is present in the 
description of the function, input or output flow of the functional CI, and 0 otherwise. The proposed 
representation allows to modify the descriptions of the Hamming distance determination to deter-
mine the distance between separate groups as follows:

d i i i iH pl ql plk qlk
k

n

m
( , ) ,= ⊕

=
∑

1

 (1.4)

where iplk – a binary variable describing the presence of the identifier of the k-th entity or class, 
which are included in the description of the function, input or output flow ipl of СI ip; iqlk – a binary 
variable that describes the presence of the identifier of the k-th entity or class that is included  
in the description of the function, input or output flow iql of СI iq; n – the maximum number of 
identifiers that participate in the descriptions of the compared functions, input or output flows  
of CI ip and iq; ⊕ – operation "sum modulo 2".

The Hamming distance modified in this way will be equal to 0 in the case when the compared 
descriptions of functions, input or output flows consist of sets of identical entities or classes.  
In other cases, this distance will be equal to the number of entities or classes that will be present 
in only one of the two compared descriptions.

The use of the modified Hamming distance allows, in turn, to adapt the Chebyshev distance (3) 
to solve the subproblem of decomposition of the description of the IS architecture into separate 
clusters of functional CIs as follows [16]:

d i i i ip q l m plk qlk
k

n

∞ ≤ ≤ =

= ⊕∑( , ) max .
1

1

 (1.5)

Using the modified Chebyshev distance (1.5) allows to determine the proximity degree of com-
pared functional CIs based on representations of these CIs in the form of visual models.

1.3 Solving the problem of identifying configuration items using the declared 
clustering methods

1.3.1  Description of the initial data of the identification problem of 
configuration items

The starting data for solving the problem of CI identification of an IT product is the CI of the 
"Formation and maintenance of an individual plan of a scientific and pedagogical employee of the 
department" functional task. This task was implemented as a separate IT product for the deve-
lopment of the capabilities of the "University" information and analytical system of the Kharkiv 
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National University of Radio Electronics. Previously, this system implemented the "Distribution of 
educational load between teachers of the department" functional task, the main source document 
of which is one of the sections of the "Individual plan of a scientific and pedagogical employee of  
the department" document.

A detailed description of the names and designations of the functions and data flows forming 
separate CIs is given in the Table 1.1 [16, 17]. The abbreviations adopted in Table 1.1: IP – indi-
vidual plan; KPI – key performance indicators. As numerical numbers in the Table 1.1 shows the 
numbers of works, input and output flows that were generated by the AllFusion Process Modeler 
CASE tool during the creation of the data flow diagram.

 Table 1.1 Description of the configuration items of the "Formation and management of the individual plan of 
the scientific and pedagogical employee of the department" functional task (based on the data flow diagram)

Work Input flow Output flow

No. Name No. Name No. Name

1 2 3 4 5 6

CI1 Conversion of the "Educa-
tional work" section

1 The teacher's educational load 
for the academic year

2 Information from the IP sec-
tion "Educational work"

CI2 Formation of the "Scien-
tific work" section

2 Information about the teacher 3 Information from the IP sec-
tion "Scientific work"3 Information about planned work

5 Information about recommen-
ded work

8 Information from the IP sec-
tion "Scientific work"

12 Remaining hours

CI3 Formation of the "Me-
thodical work" section

2 Information about the teacher 4 Information from the IP sec-
tion "Methodical work"3 Information about planned work

5 Information about recommen-
ded work

9 Information from the IP 
section "Methodical work"

12 Remaining hours

CI4 Formation of the "Organi-
zational Work" section

2 Information about the teacher 5 Information from the IP sec-
tion "Organizational work"3 Information about planned work

5 Information about recommen-
ded work

10 Information from the IP sec-
tion "Organizational work"

12 Remaining hours
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1 2 3 4 5 6

CI5 Formation of the first 
list of positions and long-
term assignments

4 Information about positions 
and long-term assignments

6 Information from the IP 
section "List of positions 
and long-term assignments"11 Information from the IP sec-

tion "List of positions and 
long-term assignments"

CI6 Formation of the list of 
recommended works

5 Information about recommen-
ded work

1 Information about recom-
mended work

CI7 Formation and mainte-
nance of normative and 
reference information 
about KPI

6 Information about the depart-
ment's key KPIs

7 Information about the 
department's key KPIs

CI8 Formation of the teach-
er's KPI and part of the 
department's KPI

8 Information from the IP sec-
tion "Scientific work"

9 Information about the 
teacher's KPI and parts of 
the department's KPI

CI9 Forming a summary table 
for the academic year

9 Information from the IP 
section "Methodical work"

8 Information about the num-
ber of hours by IP sections

7 Information from the IP 
section "Educational work"

8 Information from the IP 
section "Scientific work"

10 Information from the IP sec-
tion "Organizational work"

CI10 Formation of the source 
document "IP"

9 Information from the IP 
section "Methodical work"

10 IP

7 Information from the IP 
section "Educational work"

8 Information from the IP sec-
tion "Scientific work"

10 Information from the IP sec-
tion "Organizational work"

11 Information from the IP sec-
tion "List of positions and 
long-term assignments"

The entity description of the "Formation and maintenance of an individual plan of a scientific 
and pedagogical employee of the department" functional task was performed in the form of an 
ER diagram, which is shown in Fig. 1.1 [16]. The description of entity names and their numerical 
identifiers is given in the Table 1.2 [16, 17]. As numerical identifiers in the Table 1.2 indicate the 
entity numbers that were generated using the AllFusion ERwin Data Modeler CASE tool during the 
development of the one shown in Fig. 1.1 ER diagrams and imported into the AllFusion Process 
Modeler CASE tool to link with the functional task data flow diagram.

 Continuation of Table 1.1
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 Fig. 1.1 Entity description of the "Formation and maintenance of an individual plan of a scientific 
and pedagogical employee of the department" functional task in the form of an ER diagram

 Table 1.2 Set of descriptions of the entities of the "Formation and maintenance of an individual plan of  
a scientific and pedagogical employee of the department" functional task

Numerical identifier Name

1 Academic_load

2 Academic

3 Department

4 Individual_plan

5 Academic_section

6 Academic_year

7 Section

8 Recommended_works

9 Type_of_work

10 Section_Pos_Assign_Dept

11 PositionsAssignments

12 KPI

Supplementing the data flow diagram of the "Formation and maintenance of an individual plan 
of a scientific and pedagogical employee of the department" functional task with information from 
ER diagrams allows to fix the corresponding subsets of entities with ER diagrams for each work, 
input and output flows of the data flow diagram. Therefore, it is proposed to consider each specific 
work of a data flow diagram with input and output data flows that are associated with this work 
as functional CIs [16, 17]. The received descriptions of the "Formation and management of the 
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individual plan of the scientific and pedagogical worker of the department" CI functional task are 
shown in the Table 1.3 [17]. Items with the value "1" indicate the facts of the use of the entity 
with the identifier, which is given in the column of the Table 1.3, to describe the operation, input 
or output data flow with the identifier given in the row of the Table 1.3. Items with a value of  
"0" indicate the opposite facts.

 Table 1.3 Descriptions of the configuration items of the "Formation and maintenance of an individual plan 
of a scientific and pedagogical employee of the department" functional task

Description of the CI function

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI1 1 1 1 1 1 1 0 0 0 0 0 0

CI2 1 1 1 1 1 1 1 1 1 0 0 0

CI3 1 1 1 1 1 1 1 1 1 0 0 0

CI4 1 1 1 1 1 1 1 1 1 0 0 0

CI5 0 1 0 1 0 1 1 0 0 1 1 0

CI6 0 0 0 0 0 0 0 1 1 0 0 0

CI7 0 0 0 0 0 0 0 0 0 0 0 1

CI8 1 1 0 1 1 1 1 1 1 0 0 1

CI9 1 1 0 1 1 1 1 1 1 0 0 0

CI10 1 1 0 1 1 1 1 1 1 1 1 0

Description of CI input data flows

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI1 1 1 1 0 0 0 0 0 0 0 0 0

CI2 1 1 1 1 1 1 1 1 1 0 0 0

CI3 1 1 1 1 1 1 1 1 1 0 0 0

CI4 1 1 1 1 1 1 1 1 1 0 0 0

CI5 0 1 0 1 0 1 1 0 0 1 1 0

CI6 0 0 0 0 0 0 0 1 1 0 0 0

CI7 0 0 0 0 0 0 0 0 0 0 0 1

CI8 1 1 0 1 0 1 1 1 1 0 0 0

CI9 1 1 0 1 1 1 1 1 1 0 0 0

CI10 1 1 0 1 1 1 1 1 1 1 1 0
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Description of CI output data flows

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI1 1 1 0 1 1 1 0 0 0 0 0 0

CI2 0 1 0 1 0 1 1 1 1 0 0 0

CI3 0 1 0 1 0 1 1 1 1 0 0 0

CI4 0 1 0 1 0 1 1 1 1 0 0 0

CI5 0 1 0 1 0 1 1 0 0 1 1 0

CI6 0 0 0 0 0 0 0 1 1 0 0 0

CI7 0 0 0 0 0 0 0 0 0 0 0 1

CI8 1 1 0 1 1 1 1 0 0 0 0 1

CI9 1 1 0 1 1 1 1 1 0 0 0 0

CI10 1 1 0 1 1 1 1 1 1 1 1 0

1.3.2  Description of solving the problem of identifying configuration items using 
the AGNES agglomerative clustering method

As a result of the implementation of Stage 1, 10 clusters were formed, each of which contained 
one functional CI of the researched task. The distance matrix D was calculated for these clusters, 
which is shown in the Table 1.4 [17]. Distances were calculated according to formula (1.5).

 Table 1.4 Initial distance matrix D (AGNES method, nearest neighbor algorithm)

Clusters С1 С2 С3 С4 С5 С6 С7 С8 С9 С10

С1 0 6 6 6 7 8 7 6 7 9

С2 6 0 0 0 7 7 10 4 3 4

С3 6 0 0 0 7 7 10 4 3 4

С4 6 0 0 0 7 7 10 4 3 4

С5 7 7 7 7 0 8 7 7 6 4

С6 8 7 7 7 8 0 3 7 7 9

С7 7 10 10 10 7 3 0 8 9 11

С8 6 4 4 4 7 7 8 0 2 4

С9 7 3 3 3 6 7 9 2 0 3

С10 9 4 4 4 4 9 11 4 3 0

 Continuation of Table 1.3
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As a result of the first iteration of Stage 2, a pair of clusters C2 and C3, closest to each other, 
was selected. The distance between these clusters is equal to 0. The choice was made when view-
ing the matrix of distances (Table 1.4) from left to right and from top to bottom. A new cluster 
С11 = {С2, С3} was formed [17].

During the first iteration of Stage 3, the distance matrix D was recalculated taking into ac-
count the presence of the new C11 cluster. The result of the calculation is shown in Table 1.5 [17].

 Table 1.5 Distance matrix D with cluster C11

Clusters С1 C11 С4 С5 С6 С7 С8 С9 С10

С1 0 6 6 7 8 7 6 7 9

С11 6 0 0 7 7 10 4 3 4

С4 6 0 0 7 7 10 4 3 4

С5 7 7 7 0 8 7 7 6 4

С6 8 7 7 8 0 3 7 7 9

С7 7 10 10 7 3 0 8 9 11

С8 6 4 4 7 7 8 0 2 4

С9 7 3 3 6 7 9 2 0 3

С10 9 4 4 4 9 11 4 3 0

During the second iteration of Stage 2, a pair of clusters C11 and C4, which are closest to 
each other, were selected. The distance between these clusters is equal to 0. A new cluster 
C12 = {C11, C4} was formed.

During the first iteration of Stage 3, the distance matrix D was recalculated taking into ac-
count the presence of the new cluster C12. The result of the calculation is shown in Table 1.6 [17].

 Table 1.6 Distance matrix D with cluster C12

Clusters С1 С12 С5 С6 С7 С8 С9 С10

С1 0 6 7 8 7 6 7 9

С12 6 0 7 7 10 4 3 4

С5 7 7 0 8 7 7 6 4

С6 8 7 8 0 3 7 7 9

С7 7 10 7 3 0 8 9 11

С8 6 4 7 7 8 0 2 4

С9 7 3 6 7 9 2 0 3

С10 9 4 4 9 11 4 3 0
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During the third iteration of Stage 2, a pair of clusters C8 and C9, closest to each other, 
was selected. The distance between these clusters is equal to 2. A new cluster C13 = {C8, C9}  
was formed.

During the third iteration of Stage 3, the distance matrix D was recalculated taking into ac-
count the presence of the new C13 cluster. The result of the calculation is shown in Table 1.7 [17].

 Table 1.7 Distance matrix D with cluster C13

Clusters С1 С12 С5 С6 С7 С13 С10

С1 0 6 7 8 7 6 9

С12 6 0 7 7 10 3 4

С5 7 7 0 8 7 6 4

С6 8 7 8 0 3 7 9

С7 7 10 7 3 0 8 11

С13 6 3 6 7 8 0 3

С10 9 4 4 9 11 3 0

During the fourth iteration of Stage 2, a pair of clusters C12 and C13 closest to each  
other was selected. The distance between these clusters is 3. A new cluster C14 = {C12, C13} 
was formed.

During the fourth iteration of Stage 3, the distance matrix D was recalculated, taking into ac-
count the presence of the new C14 cluster. The result of the calculation is shown in Table 1.8 [17].

 Table 1.8 Distance matrix D with cluster C14

Clusters С1 С14 С5 С6 С7 С10

С1 0 6 7 8 7 9

С14 6 0 6 7 8 3

С5 7 6 0 8 7 4

С6 8 7 8 0 3 9

С7 7 8 7 3 0 11

С10 9 3 4 9 11 0

During the fifth iteration of Stage 2, a pair of clusters C14 and C10 closest to each other was 
selected. The distance between these clusters is 3. A new cluster C15 = {C14, C10} was formed.

During the fifth iteration of Stage 3, the distance matrix D was recalculated taking into ac- 
count the presence of the new C15 cluster. The result of the calculation is shown in Table 1.9 [17].
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 Table 1.9 Distance matrix D with cluster C15

Clusters С1 С15 С5 С6 С7

С1 0 6 7 8 7

С15 6 0 4 7 8

С5 7 4 0 8 7

С6 8 7 8 0 3

С7 7 8 7 3 0

During the execution of the sixth iteration of Stage 2, a pair of clusters C6 and C7, which are 
closest to each other, were selected. The distance between these clusters is 3. A new cluster 
C16 = {C6, C7} was formed.

During the execution of the sixth iteration of Step 3, the distance matrix D was recalculated 
taking into account the presence of the new C16 cluster. The result of the calculation is shown  
in Table 1.10 [17].

 Table 1.10 Distance matrix D with cluster C16

Clusters С1 С15 С5 С16

С1 0 6 7 7

С15 6 0 4 7

С5 7 4 0 7

С16 7 7 7 0

During the execution of the seventh iteration of Stage 2, a pair of clusters C15 and C5, 
closest to each other, was selected. The distance between these clusters is 4. A new cluster  
C17 = {C15, C5} was formed.

During the execution of the seventh iteration of Stage 3, the distance matrix D was recal-
culated, taking into account the presence of the new C17 cluster. The result of the calculation is 
shown in Table 1.11 [17].

 Table 1.11 Distance matrix D with cluster C17

Clusters С1 С17 С16

С1 0 7 7

С17 7 0 7

С16 7 7 0
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During the execution of the eighth iteration of Stage 2, a pair of clusters C1 and C17, 
closest to each other, was selected. The distance between these clusters is 7. A new cluster  
C18 = {C1, C17} was formed.

During the eighth iteration of Stage 3, the distance matrix D was recalculated taking into ac-
count the presence of a new cluster C18. The result of the calculation is shown in Table 1.12 [17].

 Table 1.12 Distance matrix D with cluster C18

Clusters С18 С16

С18 0 7

С16 7 0

During the ninth iteration of Stage 2, cluster C19 was formed on the basis of clusters C18 
and C16, which includes all the original clusters. This completes the execution of the nearest  
neighbor algorithm.

The result of applying the AGNES agglomerative clustering method (using the nearest neighbor 
algorithm) is a dendrogram that looks like the one shown in Fig. 1.2 [17].

 Fig. 1.2 Dendrogram of clusters of configuration items, 
which was formed as a result of the application of the AGNES 
agglomerative clustering method
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1.3.3  Description of the solution to the problem of identifying configuration 
items using the DIANA divisive clustering method

Let's consider the features of using the DIANA divisive clustering method on the example of 
using this method to decompose the initial cluster C1, which includes all ten CIs defined in Table 1.1 
and Table 1.3. During Stage 1 and Stage 2, the value of the modified Chebyshev distance (1.5) was 
calculated for each pair of items of the initial cluster C1. These values are given in Table 1.13 [16].

 Table 1.13 Values of modified Chebyshev distances for each pair of items of the initial cluster C1

СІ CI1 CI2 CI3 CI4 CI5 CI6 CI7 CI8 CI9 CI10

CI1 0 6 6 6 7 8 7 6 7 9

CI2 6 0 0 0 7 7 10 4 3 4

CI3 6 0 0 0 7 7 10 4 3 4

CI4 6 0 0 0 7 7 10 4 3 4

CI5 7 7 7 7 0 8 7 7 6 4

CI6 8 7 7 7 8 0 3 7 7 9

CI7 7 10 10 10 7 3 0 8 9 11

CI8 6 4 4 4 7 7 8 0 2 4

CI9 7 3 3 3 6 7 9 2 0 3

CI10 9 4 4 4 4 9 11 4 3 0

During Stage 2, the value of the average modified Chebyshev distance was determined for each 
item of the initial cluster C1. These values are given in Table 1.14 [16].

 Table 1.14 Values of average modified Chebyshev distances for each item of cluster C1

СІ CI1 CI2 CI3 CI4 CI5 CI6 CI7 CI8 CI9 CI10

Average distance 6.2 4.1 4.1 4.1 6 6.3 7.5 4.6 4.3 5.2

As a result of Stage 2, item CI7 was selected. As a result of Stage 3, this item was excluded 
from the original cluster C1 and included in the formed child cluster C2.

During Step 4, new mean modified Chebyshev distances were determined for each item re-
maining to be considered in cluster C1, as well as the difference between these distances. The 
performance results are shown in Table 1.15 [16].

As a result of Stage 5, the item CI6 was transferred to the daughter cluster C2. After that, 
the calculations of Stage 4 were repeated for items СІ1, СІ2, СІ3, СІ4, СІ5, СІ8, СІ9 and С10, 
which remained in cluster C1. The results of these calculations are shown in the Table 1.16 [16].



22

Project management: industry specifics
CH

AP
TE

R 
 1

 Table 1.15 Values of the difference between the average Chebyshev distances for each item of the cluster C1

Chebyshev distances Average  
by items С1

Averages  
by items С2

Diffe-
renceСІ CI1 CI2 CI3 CI4 CI5 CI6 CI8 CI9 CI10

CI1 0 6 6 6 7 8 6 7 9 6.11 7 –0.89

CI2 6 0 0 0 7 7 4 3 4 3.44 10 –6.56

CI3 6 0 0 0 7 7 4 3 4 3.44 10 –6.56

CI4 6 0 0 0 7 7 4 3 4 3.44 10 –6.56

CI5 7 7 7 7 0 8 7 6 4 5.89 7 –1.11

CI6 8 7 7 7 8 0 7 7 9 6.67 3 3.67

CI8 6 4 4 4 7 7 0 2 4 4.22 8 –3.78

CI9 7 3 3 3 6 7 2 0 3 3.78 9 –5.22

CI10 9 4 4 4 4 9 4 3 0 4.56 11 –6.44

 Table 1.16 Values of the difference of the average Chebyshev distances for each item that remained 
in the cluster C1

Chebyshev distances Average  
by items С1

Averages  
by items С2

Diffe-
renceСІ CI1 CI2 CI3 CI4 СI5 CI8 CI9 CI10

CI1 0 6 6 6 7 6 7 9 5.875 7.5 –1.625

CI2 6 0 0 0 7 4 3 4 3 8.5 –5.5

CI3 6 0 0 0 7 4 3 4 3 8.5 –5.5

CI4 6 0 0 0 7 4 3 4 3 8.5 –5.5

CI5 7 7 7 7 0 7 6 4 5.625 7.5 –1.875

CI8 6 4 4 4 7 0 2 4 3.875 7.5 –3.625

CI9 7 3 3 3 6 2 0 3 3.375 8 –4.625

CI10 9 4 4 4 4 4 3 0 4 10 –6

Since all the differences in the Table 1.8 are negative, then a new child class C3 was formed. 
This class includes items СІ1, СІ2, СІ3, СІ4, СІ5, СІ8, СІ9 and СІ10.

As a result of performing Step 6 of the method, it was established that the stopping conditions 
for clusters C2 and C3 are not fulfilled. Each of these clusters is not a singleton, and the distances 
between the items of each of these clusters are not equal to 0. This concludes the first iteration of 
the DIANA method. For the second iteration of the method, the proposed cluster is C2.

As a result of iterative execution of the DIANA method for the given problem, a dendrogram of 
clusters was formed, which is shown in Fig. 1.3 [16].
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 Fig. 1.3 Dendrogram of clusters of configuration items, which was formed as a result 
of applying the DIANA divisive clustering method

1.3.4  Description of solving the problem of identifying configuration items using 
the k-means clustering algorithm

Before proceeding with the task of analyzing the configuration of an IT product using the 
k-means algorithm, let's assume that the number of teams performing this IT project is three. 
Therefore, as centers for the initial division of the description of the CI of the functional problem 
considered in 1.3.1 into clusters, vectors describing the items of CI1, СІ3 and СІ7 are proposed. 
The choice of CI data is driven by the following considerations:

a) CI1 describes the function of forming the "Educational Work" section, which is an important 
initial item for drawing up the final individual plan of the employee;

b) CI3 describes the function "Formation of the "Methodical work" section ", which is an example of  
a number of typical functions for the formation of separate sections of the individual plan of the employee;

c) CI7 describes the "Formation and maintenance of normative reference information about KPI" 
function, which is the most isolated from the description of the final individual plan of the employee.

The value of the accuracy coefficient δ in the k-means algorithm is 0.1.
In the course of preliminary calculations, a matrix of values of modified Chebyshev distances (1.5) 

between individual CIs of the functional problem is formed. This matrix is shown in Table 1.17.
Based on the data in the Table 1.17, the matrix of CI functional task membership to the 

clusters of the initial partition (partition matrix) is calculated. This matrix is shown in Table 1.18.
Since the distances between CI5 and the centers of the initial partition were the same, the 

membership of CI5 to the cluster with the center CI1 was determined by the first comparison from 
left to right during the analysis of the distance matrix (Table 1.17).
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 Table 1.17 Matrix of values of modified Chebyshev distances between individual configurational items  
of the functional problem (k-means algorithm)

Configuration items CI1 CI2 CI3 CI4 CI5 CI6 CI7 CI8 CI9 CI10

CI1 0 6 6 6 7 8 7 6 7 9

CI2 6 0 0 0 7 7 10 4 3 4

CI3 6 0 0 0 7 7 10 4 3 4

CI4 6 0 0 0 7 7 10 4 3 4

CI5 7 7 7 7 0 8 7 7 6 4

CI6 8 7 7 7 8 0 3 7 7 9

CI7 7 10 10 10 7 3 0 8 9 11

CI8 6 4 4 4 7 7 8 0 2 4

CI9 7 3 3 3 6 7 9 2 0 3

CI10 9 4 4 4 4 9 11 4 3 0

 Table 1.18 Partition matrix at the zeroth iteration of the k-means algorithm for a functional problem

Configuration items CI1 CI3 CI7

CI1 1 0 0

CI2 0 1 0

CI3 0 1 0

CI4 0 1 0

CI5 1 0 0

CI6 0 0 1

CI7 0 0 1

CI8 0 1 0

CI9 0 1 0

CI10 0 1 0

Next, cluster centers were determined on the first iteration of the k-means algorithm. The cal-
culation was carried out according to the formula [12–14]:
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where cl
i( ) – the designation of the center of the i-th cluster on the l-th iteration of the algorithm; 

uij
l( )−1  – designation of the item of the partition n matrix for the j-th CI and the i-th cluster at the 

(l–1)-th iteration of the algorithm; mj – designation of the vector describing the j-th CI; c – the 
number of clusters selected on the (l–1)-th iteration of the algorithm. For this problem c = 3.
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During the calculations, new cluster centers were discovered, which were described as con-
ventional items CI11, СІ12 and СІ13. The vectors of their descriptions are shown in Table 1.19.

 Table 1.19 Vector descriptions of items of conditional configuration CI11, CI12 and CI13

Description of CI function 

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI11 0.5 1 0.5 1 0.5 1 0.5 0 0 0.5 0.5 0

CI12 1 1 0.5 1 1 1 1 1 1 0.17 0.17 0.17

CI13 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5

Description of CI input data flows

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI11 0.5 1 0.5 0.5 0 0.5 0.5 0 0 0.5 0.5 0

CI12 1 1 0.5 1 0.83 1 1 1 1 0.17 0.17 0

CI13 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5

Description of CI output data flows

CI
Entities IDs

1 2 3 4 5 6 7 8 9 10 11 12

CI11 0.5 1 0 1 0.5 1 0.5 0 0 0.5 0.5 0

CI12 0.5 1 0 1 0.5 1 1 0.83 0.67 0.17 0.17 0.17

CI13 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5

Then, during the first iteration of the k-means algorithm, the distance matrix was recalculated 
according to formula (1.5) taking into account the newly introduced cluster centers in the form of 
conditional items CI11, СІ12 and СІ13. To perform the modulo 2 summation operation, the frac-
tional values of the coordinates of the cluster center vectors were rounded to the nearest whole 
number (0 or 1). The results of calculating the distances to the new cluster centers are shown  
in the Table 1.20.

Based on the values obtained from the Table 1.18, the partition matrix was updated. The 
result of the update is shown in Table 1.21.

To check the stopping condition of the k-means algorithm, the partition matrix at the first ite-
ration (Table 1.21) was subtracted from the partition matrix at the zero iteration (Table 1.18) of 
the k-means algorithm. The result is a zero partition matrix. This means that the stopping condition 
of the k-means algorithm is fulfilled.
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 Table 1.20 Matrix of modified Chebyshev distances between configuration items and new centers of 
clusters CI11, СI12 and СI13 at the first iteration of the algorithm

Configuration items CI11 CI12 CI13

CI1 5 6 9

CI2 6 2 8

CI3 6 2 8

CI4 6 2 8

CI5 3 7 9

CI6 11 7 1

CI7 10 10 2

CI8 6 3 8

CI9 6 1 8

CI10 4 3 9

 Table 1.21 Partition matrix on the first iteration of the k-means algorithm for a functional problem

Configuration items CI11 СІ12 СІ13

CI1 1 0 0

CI2 0 1 0

CI3 0 1 0

CI4 0 1 0

CI5 1 0 0

CI6 0 0 1

CI7 0 0 1

CI8 0 1 0

CI9 0 1 0

CI10 0 1 0

Thus, the solution to the problem of clustering using the k-means algorithm for CI of the con-
sidered functional problem will be three clusters consisting of the following items:

a) cluster 1 (C1), the items of which are CI1 and CI5 with the center in the conditional item CI11;
b) cluster 2 (C2), the items of which are CI2, CI3, CI4, CI8, CI9 and CI10 with the center in 

the conditional item CI12;
c) cluster 3 (C3), the items of which are СI6 and СI7 with the center in the conventional item СI13.
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1.3.5  Description of solving the problem of identifying configuration items 
using the graphoanalytic method

Let's consider the solution of the problem of CI identification according to the conditions out-
lined in 1.3.1, by the method outlined in [10]. According to this method, it is proposed to transform 
the description of the studied system into a set of the following descriptions:

– description of data structures defined state variables;
– descriptions of operations performed on state variables.
At the same time, interactions between operations and state variables are divided into two 

main groups [10]:
– read operation of the state variable;
– recording of the value in the state variable by the operation.
Then in [10] it is proposed to transform the set of these descriptions into an undirected graph. The 

vertices of this graph represent state variables and operations, and the arcs represent interactions 
between operations and state variables. At the same time, each arc has one of the following weights:

– weight equal to 1, if reading is performed by the state variable operation;
– weight equal to 2, if the value operation is written to the state variable.
System decomposition is performed on the formed graph by selecting individual clusters. Each 

such cluster is a part of the graph that is connected to other parts by the minimum possible number 
of arcs with minimum weights. The rationale for this method of cluster selection is detailed in [10].

It should be noted that the method described in [10] is focused on the use of UML diagrams 
that describe the software system being created. In our case, the description of the functional 
problem is a DFD. Therefore, as a description of operations, let's use descriptions of works from 
the Table 1.1. As a description of the state variables, let's use the descriptions of the input and 
output flows from the Table 1.1. At the same time, let's accept the following assumption: the out-
put flows of any work from the Table 1.1 are the input streams of other works from the Table 1.1 
if the names of these streams match. The results of selection of operations and state variables 
of the "Formation and maintenance of an individual plan of a scientific and pedagogical employee of 
the department" functional task are shown in the Table 1.22 [16]. The description of interactions 
between operations and state variables is given in the Table 1.23 [16].

The result of graph construction according to the method described in [10] is shown in 
Fig. 1.4 [16]. Its weight is indicated on each edge. At the same time, it is considered that the 
weight of the edge that describes both reading and writing is equal to 3 ((r = 1)+(w = 2) = 3).

Most of the vertices of the constructed graph are strongly connected. This means that the 
studied description of the architecture of the functional task is highly monolithic. Therefore, during 
the selection of clusters on the constructed graph, the following will be formed:

– relatively small clusters that include one operation;
– one large cluster, which includes a large number of operations that will have to be implemen-

ted as a monolithic software module.
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 Table 1.22 Description of operations and state variables of the functional task (based on the data 
flow diagram)

Designation Name

Operations

О1 Conversion of the "Educational work" section

О2 Formation of the "Scientific work" section

О3 Formation of the "Methodical work" section

О4 Formation of the "Organizational work" section

О5 Formation of the first list of positions and long-term assignments

О6 Formation of the list of recommended works

О7 Formation and maintenance of normative and reference information about KPI

О8 Formation of the teacher's KPI and part of the department's KPI

О9 Formation of a summary table for the academic year

О10 Formation of the source document "IP"

State variables

V1 Teaching load for the academic year

V2 Information about the teacher

V3 Information about planned work

V4 Information about positions and long-term assignments

V5 Information about recommended work

V6 Information about the department's key KPIs

V7 Information from the "Educational work" IP section

V8 Information from the "Scientific work" IP section

V9 Information from the "Methodical work" IP section

V10 Information from the "Organizational work" IP section

V11 Information from the "List of positions and long-term assignments" IP section

V12 Remaining hours

V13 Information about the number of hours by IP sections

V14 Information about the teacher's KPI and parts of the department's KPI

V15 IP
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 Table 1.23 Description of interactions between operations and state variables

Opera-
tions

State variables

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15

О1 r – – – – – w – – – – – – – –

О2 – r r – r – – r, w – – – r – – –

О3 – r r – r – – – r, w – – r – – –

О4 – r r – r – – – – r, w – r – – –

О5 – – – r – – – – – r, w – – – –

О6 – – – – r, w – – – – – – – – – –

О7 – – – – – r, w – – – – – – – – –

О8 – – – – – – – r – – – – – w –

О9 – – – – – – r r r r – – w – –

О10 – – – – – – r r r r r – – – w

 Fig. 1.4 View of the graph that describes the interaction of operations and state 
variables of the functional task

Solutions for selecting clusters on the constructed graph (Fig. 1.4) are given in Table 1.24 [16].
The method described in [10] requires minimizing the number of intersecting arcs. However, 

the fulfillment of this condition (see solution 1 in Table 1.24) leads to issuing the task of creating  
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a large monolithic software module (cluster C2). Such a decision is inefficient for the further divi-
sion of work between IT project implementation teams.

 Table 1.24 Description of the results of solving the problem by the method described in [10]

Cluster 
designation Designation of the vertices included in the cluster Designation of functional task CIs 

that correspond to operations

1 2 3

Solution 1 (the number of cut arcs of minimum weight is 0)

С1 О7, V6 СI7

С2 О1, О2, О3, О4, О5, О6, О8, О9, О10, V1, V2, V3, 
V4, V5, V7, V8, V9, V10, V11, V12, V13, V14, V15

СI1, СI2, СI3, СI4, СI5, СI6, СI8, СI9, 
СI10

Solution 2 (the number of cut arcs of minimum weight is 1)

С1 О7, V6 СI7

С2 О8, V14 СI8

С3 О1, О2, О3, О4, О5, О6, О9, О10, V1, V2, V3, V4, 
V5, V7, V8, V9, V10, V11, V12, V13, V15

СI1, СI2, СI3, СI4, СI5, СI6, СI9, СI10

Solution 3 (the number of cut arcs of minimum weight is 1)

С1 О7, V6 СI7

С2 О5, V4, V11 СI5

С3 О1, О2, О3, О4, О6, О8, О9, О10, V1, V2, V3, V5, 
V7, V8, V9, V10, V12, V13, V14, V15

СI1, СI2, СI3, СI4, СI6, СI8, СI9, СI10

Solution 4 (the number of cut arcs of minimum weight is 2)

С1 О7, V6 СI7

С2 О8, V14 СI8

С3 О5, V4, V11 СI5

С4 О1, О2, О3, О4, О6, О9, О10, V1, V2, V3, V5, V7, 
V8, V9, V10, V12, V13, V15

СI1, СI2, СI3, СI4, СI6, СI9, СI10

Solution 5 (the number of cut arcs of minimum weight is 2)

С1 О7, V6 СI7

С2 О1, V1, V7 СI1

С3 О2, О3, О4, О5, О6, О8, О9, О10, V2, V3, V4, V5, 
V8, V9, V10, V11, V12, V13, V14, V15

СI2, СI3, СI4, СI5, СI6, СI8, СI9, СI10

Solution 6 (the number of cut arcs of minimum weight is 3)

С1 О7, V6 СI7

С2 О8, V14 СI8

С3 О1, V1, V7 СI1

С4 О2, О3, О4, О5, О6, О9, О10, V2, V3, V4, V5, V8, 
V9, V10, V11, V12, V13, V15

СI2, СI3, СI4, СI5, СI6, СI9, СI10
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1 2 3

Solution 7 (the number of cut arcs of minimum weight is 3)

С1 О7, V6 СI7

С2 О5, V4, V11 СI5

С3 О1, V1, V7 СI1

С4 О2, О3, О4, О6, О8, О9, О10, V2, V3, V5, V8, V9, 
V10, V12, V13, V14, V15

СI2, СI3, СI4, СI6, СI8, СI9, СI10

Solution 8 (the number of cut arcs of minimum weight is 4)

С1 О7, V6 СI7

С2 О8, V14 СI8

С3 О5, V4, V11 СI5

С4 О1, V1, V7 СI1

С5 О2, О3, О4, О6, О9, О10, V2, V3, V5, V8, V9, V10, 
V12, V13, V15

СI2, СI3, СI4, СI6, СI9, СI10

Solution 9 (the number of cut arcs of minimum weight is 4)

С1 О7, V6 СI7

С2 О6, V5 СI6

С3 О1, О2, О3, О4, О5, О8, О9, О10, V1, V2, V3, V4, 
V7, V8, V9, V10, V11, V12, V13, V14, V15

СI1, СI2, СI3, СI4, СI5, СI8, СI9, СI10

In [10], the stopping condition for solving the clustering problem on the graphical description of 
the system architecture is not specified. So, the Table 1.24 shows those division options for which 
the number of intersecting graph arcs does not exceed 4.

1.4 Comparative analysis of the obtained results

Shown in Fig. 1.2, 1.3 dendrograms obtained as a result of solving the problem by the AGNES 
agglomerative clustering method and DIANA divisive clustering method, respectively, coincide al-
most completely. An exception is clusters C2, C3, C4, and C11, selected during the construction 
of the dendrogram shown in Fig. 1.2. The appearance of these clusters is due to the fact that 
the AGNES agglomerative clustering method (using the nearest neighbor algorithm) is unable to 
recognize CIs which descriptions completely match. This shortcoming is the reason why the first 
two iterations of Stage 2 of the AGNES method were aimed at merging clusters that contained 
CIs with completely identical descriptions. In practice, this shortcoming of the AGNES method can 
lead to IT project executors being allocated separate sprints to implement CIs with overlapping 

 Continuation of Table 1.24
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 descriptions (in this case, CI2, CI3 and CI4) during the planning of their work. This will lead to an 
unjustified overestimation of labor costs and time spent on the implementation of these CIs.

To eliminate the mentioned shortcoming, it is proposed to adjust the AGNES agglomerative 
clustering method by supplementing it with operations to adjust the set of initial clusters formed 
at Stage 1. As a result of the addition, the modified AGNES agglomerative clustering method will 
be represented by a sequence of the following stages [16]:

Stage 1. The entire set CI is represented as a set of clusters C, each of which contains one 
item CI i, i = 1,…,n, where n is the number of items in the set CI. Calculate the distance matrix D 
between the items of the set C.

Step 2. Calculate the distance matrix D between the items of the set of clusters C and adjust 
the set C by combining in a new cluster each pair of clusters cp and cq for which dpq = 0, then exclude 
the clusters cp and cq from further consideration and do not display them on the final dendrogram.

Stage 3. Select two clusters cp and cq, the distance between which will be minimal, and com-
bine them into a new cluster cr, entering it instead of clusters cp and cq into the set of clusters C.

Step 4. Calculate the values of the distance matrix D using rule (1.1).
Step 5. Repeat Step 2, Step 3, and Step 4 until one cluster is formed that includes all items 

of the CI set.
This modification makes it possible to eliminate the above-mentioned shortcoming and does not 

lead to a serious increase in the computational complexity of the AGNES method.
It should be noted that the AGNES method considered in the study (using the nearest neighbor 

algorithm) is less complex in terms of computational complexity than the DIANA divisive classifica-
tion method. In particular, in order to obtain a similar result, the AGNES method does not require 
quite complex calculations regarding the calculation of average distances and the search for items 
transferred from the parent cluster to the newly created child cluster. Therefore, it is more appro-
priate to use agglomerative clustering methods in order to solve the problem of CI identification of 
an IT product (provided that the above-mentioned shortcoming is eliminated).

Let's compare the clusters formed as a result of the application of the k-means algorithm with the 
general parts of the dendrograms shown in Fig. 1.2, 1.3. As a representation of such a common part, let's 
use the dendrogram shown in Fig. 1.3. According to the results of this comparison, it should be noted:

– cluster C3 obtained as a result of applying the k-means algorithm coincides with cluster C2 
highlighted on the dendrogram;

–cluster C2, obtained as a result of applying the k-means algorithm, coincides with the C9 
cluster selected on the dendrogram;

– cluster C1, obtained as a result of applying the k-means algorithm, has no direct analogues 
on the dendrogram.

The absence of a direct analogue for the C1 cluster allows to claim that this cluster is artificial. 
To verify this statement, let's analyze the distance of individual CIs from the conditional centers of 
CI11, CI12, and CI13 clusters determined in the first iteration. For this purpose, let's use the data 
from Table 1.20. The results of the analysis are given in Table 1.25.
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 Table 1.25 The distance of individual configuration items from the conditional centers CI11, CI12  
and CI13 of the clusters determined in the first iteration of the k-means algorithm

Chebyshev modified distance to the center A list of CIs that are at the appropriate distance to the center

Conditional center CI11
3 CI5 ∈C1
4 CI10 ∈C2
5 CI1 ∈C1
6 (CI2, CI3, CI4, CI8, CI9) ∈C2
10 CI7 ∈C3

11 CI6 ∈C3
Conditional center in CI12
1 CI9 ∈C2
2 (CI2, CI3, CI4) ∈C2
3 (CI8, CI10) ∈C2

6 CI1 ∈C1
7 CI5 ∈ C1, CI6 ∈C3
10 CI7 ∈C3
Conditional center in CI13
1 CI6 ∈C3
2 CI7 ∈C3
8 (CI2, CI3, CI4, CI8, CI9) ∈C2
9 (CI1, CI5) ∈C1, CI10 ∈C2

From the Table 1.25, it can be seen that the initial decision to select a cluster centered on CI1 
was rather erroneous. This is evidenced by the fact that CI10, which is part of cluster C2, is closer 
to the conventional center of cluster C1 than CI1, which is part of this cluster.

It would be appropriate to assign cluster centers at the beginning of the k-means algorithm, based 
on the results of the analysis of the matrix of distances between CIs. The purpose of such an analysis 
is to select the desired combination of CIs that are as far apart as possible. However, such a combina-
tion of clusters, identified at the beginning of the k-means algorithm, does not allow obtaining a set of 
clusters balanced by the main characteristics of the IT project (indicators of labor intensity, time, cost, 
and quality of project work). At the same time, the dendrogram of clusters formed as a result of the 
application of the DIANA method makes it possible to select CI clusters that are maximally balanced in 
terms of such characteristics in the future. Therefore, the use of the k-means algorithm to solve the 
problem of CI identification in the IT project is less appropriate than hierarchical clustering methods.

A comparison of the results of solving the problem of CI identification in the IT project using the 
methods of hierarchical clustering AGNES and DIANA and the k-means algorithm with the results 
obtained using the graphoanalytic method is given in the Table 1.26.
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 Table 1.26 Comparison of the results of solving the task of identifying functional configuration items 
using the graph-analytic method, the DIANA method, and the k-means algorithm

Designation of 
the cluster by 
the graphoana-
lytical method

Designation of CIs of the func-
tional problem, which are in-
cluded in the cluster according 
to the graphoanalytic method

Designation of a similar 
cluster on the dendro-
gram (Fig. 1.3)

Designation of a similar 
cluster based on the 
results of the k-means 
algorithm

1 2 3 4

Solution 1 (the number of cut arcs of minimum weight is 0)

С1 СI7 С5 There is no complete ana-
logue, the closest is C3

С2 СI1, СI2, СI3, СI4, СI5, СI6, СI8, 
СI9, СI10

There is no complete ana-
logue, the closest is C3

There is no complete ana-
logue, the closest is C2

Solution 2 (the number of cut arcs of minimum weight is 1)

С1 СI7 С5 There is no complete ana-
logue, the closest is C3

С2 СI8 С14 There is no analogue

С3 СI1, СI2, СI3, СI4, СI5, СI6, СI9, 
СI10

There is no complete ana-
logue, the closest is C3

There is no complete ana-
logue, the closest is C2

Solution 3 (the number of cut arcs of minimum weight is 1)

С1 СI7 С5 There is no complete ana-
logue, the closest is C3

С2 СI5 С8 There is no complete ana-
logue, the closest is C1

С3 СI1, СI2, СI3, СI4, СI6, СI8, СI9, 
СI10

There is no complete ana-
logue, the closest is C3

There is no complete ana-
logue, the closest is C2

Solution 4 (the number of cut arcs of minimum weight is 2)

С1 СI7 С5 There is no complete ana-
logue, the closest is C3

С2 СI8 С14 There is no analogue

С3 СI5 С8 There is no complete ana-
logue, the closest is C3

С4 СI1, СI2, СI3, СI4, СI6, СI9, СI10 There is no complete ana- 
logue, the closest are C3, 
C7, C9

There is no complete ana-
logue, the closest is C2

Solution 5 (the number of cut arcs of minimum weight is 2)

С1 СI7 С5 There is no complete ana-
logue, the closest is C3

С2 СI1 С6 There is no complete ana-
logue, the closest is C1

С3 СI2, СI3, СI4, СI5, СI6, СI8, СI9, 
СI10

There is no complete ana-
logue, the closest is C7

There is no complete ana-
logue, the closest is C2
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1 2 3 4
Solution 6 (the number of cut arcs of minimum weight is 3)
С1 СI7 С5 There is no complete ana-

logue, the closest is C3
С2 СI8 С14 There is no analogue
С3 СI1 С6 There is no complete ana-

logue, the closest is C1
С4 СI2, СI3, СI4, СI5, СI6, СI9, СI10 There is no complete ana-

logue, the closest is C7
There is no complete ana-
logue, the closest is C2

Solution 7 (the number of cut arcs of minimum weight is 3)
С1 СI7 С5 There is no complete ana-

logue, the closest is C3
С2 СI5 С8 There is no complete ana-

logue, the closest is C1
С3 СI1 С6 There is no complete ana-

logue, the closest is C1
С4 СI2, СI3, СI4, СI6, СI8, СI9, СI10 There is no complete ana-

logue, the closest is C9
There is no complete ana-
logue, the closest is C2

Solution 8 (the number of cut arcs of minimum weight is 4)
С1 СI7 С5 There is no complete ana-

logue, the closest is C3

С2 СI8 С14 There is no analogue

С3 СI5 С8 There is no complete ana-
logue, the closest is C3

С4 СI1 С6 There is no complete ana-
logue, the closest is C1

С5 СI2, СI3, СI4, СI6, СI9, СI10 There is no complete ana-
logue, the closest is C9

There is no complete ana-
logue, the closest is C2

Solution 9 (the number of cut arcs of minimum weight is 4)
С1 СI7 С5 There is no complete ana-

logue, the closest is C3
C2 СI6 С4 There is no complete ana-

logue, the closest is C3
С3 СI1, СI2, СI3, СI4, СI5, СI8, СI9, 

СI10
C3 There is no complete ana-

logue, the closest is C2

The following conclusions can be drawn based on the data from the Table 1.26:
a) when selecting clusters consisting of one CI, hierarchical clustering methods and the method 

described in [10] give the same results;
b) when selecting clusters consisting of several CIs, the method described in [10] is less 

accurate than hierarchical clustering methods;

 Continuation of Table 1.26
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c) with an increase in the number of connections between CIs, which must be cut when 
decomposing the graph into separate clusters, hierarchical clustering methods and the method 
outlined in [10] generally give similar results (solution 9 in Table 1.26 completely coincides with 
clus ters C3, C4 and C5, highlighted in Fig. 1.3);

d) the results obtained using the k-means method and algorithm described in [10] practically 
do not coincide with each other.

It should be taken into account that the increase in the number of connections between CIs, 
which must be cut when decomposing the graph into separate clusters, leads to a further increase 
in problems when integrating the system from separate CIs. Therefore, the methods of hierarchical 
clustering should be recognized as the best for solving the problem of CI identification in the IT project 
of creating a new IT product, in particular – IS. In case of re-planning of an ongoing IT project due 
to changes, the method described in [10] may be more convenient.

Conclusions

It has been proposed to use methods of hierarchical and non-hierarchical clustering to inves-
tigate the peculiarities of solving the problem of CI identification. As examples of hierarchical clus-
tering methods, it has been proposed to use the AGNES agglomerative clustering method (using 
the nearest neighbor algorithm) and the DIANA divisive clustering method. As an example of non- 
hierarchical clustering methods, it has been proposed to use the k-means algorithm. In addition,  
it has been proposed to use the grapho-analytical clustering method considered in [10] to compare 
the course and results of solving the problem of CI identification. This method was recommended 
in [10] to solve the decomposition problem of the architecture of a monolithic software system 
into separate services.

It has been proposed to use the description of the architecture of the "Formation and mainte-
nance of an individual plan of a scientific and pedagogical employee of the department" functional 
task as the initial data in the study. This description is quite suitable for presenting the description 
of the system architecture at the level of individual functional CIs. In this case, descriptions of 
individual functions of this task act as such CIs. These descriptions, in turn, consist of descriptions 
of the corresponding functions, as well as the input and output data streams of these functions. 
The use of the proposed description of the architecture makes it possible to establish differences in 
the course and results of the application of the researched clustering methods to solve the problem 
of identifying functional CIs.

The process of solving the problem of identifying functional CIs using the selected clustering 
methods has been considered. Based on the results of this review, it can be concluded that the 
simplest of the selected methods is the AGNES agglomerative clustering method (using the nearest 
neighbor algorithm). However, this statement requires further research, since it is not known 
how the procedure for solving the above-mentioned problem will change in the case of using other 
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methods and algorithms (for example, Ward's method). In general, it should be noted that with  
a small amount of initial data, the computational complexity of the considered clustering methods 
is approximately the same and does not allow to reasonably choose the best of these methods.

A comparison of the results of solving the task of identifying functional CIs using the selected 
clustering methods allows to establish that the results of the application of the DIANA method should 
be considered the most accurate. Using the method of divisive clustering makes it possible to single 
out in a separate cluster those functional Cis, which descriptions completely match each other.  
This selection allows to avoid the mistake of assigning the most similar functional CIs to different 
teams of IT project executors in the future. A modification of the AGNES method has been deve-
loped to provide a similar possibility of presenting the results of solving the clustering problem.

It should be noted that the use of hierarchical clustering methods to solve the problem should 
be considered a better alternative. Such a point of view makes it possible to further consider the 
task of assigning a list of functional CIs to individual teams of IT project executors that require 
implementation as a sequence of individual single-criteria optimization tasks. An attempt to estab-
lish such lists of functional CIs based on the a priori known number of executive teams (using the 
k-means algorithm) leads to the formation of individual lists, the similarity of items of which will be 
sufficiently artificial. However, to verify this conclusion, it is necessary to conduct further research 
using more complex and modern clustering algorithms.
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