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Abstract

Semantic Role Labeling (SRL) is a crucial task in Natural Language Processing (NLP) that plays 
a vital role in extracting meaningful information from text. In the fields of economics and cyber-
security, accurately identifying and analyzing semantic roles within text is crucial due to the rapid 
increase in the amount and complexity of textual information. This abstract examines the significant 
role of SRL and its application in economic and cybersecurity contexts. It discusses the state-of-
the-art NLP classifiers used for this purpose. By examining the relationship between language 
processing and these important areas, we aim to emphasize the importance of SRL in extract-
ing useful information and improving decision-making in a constantly changing digital environment.

The aim of the findings is to emphasize the significance of SRL in extracting valuable insights 
from text, as it serves as a fundamental technique in NLP. It is utilized in the economic context 
to analyze financial reports, news articles, and economic texts. It assists in decision-making and 
market analysis. It aids in identifying important participants, actions, and objects in economic dis-
course, leading to better decision-making and market analysis. In the field of cybersecurity, SRL as-
sists parse and comprehending text data related to security, enabling faster responses to threats. 
NLP classifiers and machine learning models utilize SRL to automate the analysis of large amounts 
of text. These techniques are practically significant as they improve the ability to extract actionable 
insights, assess risks, and make informed decisions by organizing unstructured text data.

The process of determining relevant information from a large corpus of data requires an optimal 
methodological basis. Relevant textual data is collected from sources such as financial reports, news 
articles, or cybersecurity incident reports. Textual data is cleaned, tokenized, and tagged with part-
of-speech labels in preparation for NLP analysis. Human annotators label semantic roles in the text, 
identifying actors, actions, and objects. This creates a dataset that can be used to train classifiers. NLP 
classifiers, including machine learning models, are trained using annotated datasets to identify semantic 
roles. The accuracy and performance of the trained classifiers are evaluated using various metrics. NLP 
classifiers are used to automatically identify and label semantic roles in new, unseen textual data. The 
output helps extract insights, such as market trends or security threats, depending on the specific field. 
Researchers improve classifier models by iteratively training and applying them to increase accuracy.
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In an age dominated by digital information and economic interdependence, the realms of eco-
nomics and cybersecurity have gained unprecedented significance. The vast amount of textual data 
generated in these fields calls for advanced techniques to extract valuable information. Semantic 
Role Labelling (SRL) has emerged as a powerful Natural Language Processing (NLP) approach 
to analyze the complex relationships and roles of entities within text [1]. It aims to label words  
in a sentence with different semantic roles for the verb in the sentence. SRL has gained significant 
attention in computational linguistics and has become a leading task in the field [2]. It plays a crucial 
role in understanding the meaning and structure of sentences, enabling various downstream appli-
cations such as information extraction, question answering, and machine translation.

The significance of understanding the semantic roles in economic and cybersecurity texts cannot 
be overstated. In economics, we often deal with massive datasets, financial reports, and market 
sentiment analysis, where identifying roles like "buye", "seller", "investor", or "regulator" is crucial for 
informed decision-making. By accurately identifying the semantic roles of predicates in these texts, 
NLP classifiers can assist in automating tasks such as sentiment analysis, trend prediction, and risk 
assessment. Similarly, in the cybersecurity context, SRL can be used to analyze security-related 
documents, incident reports, and online discussions to identify potential threats, vulnerabilities, and 
malicious activities. By understanding the semantic arguments of predicates in these texts, NLP 
classifiers can aid in detecting patterns, identifying key actors, and predicting future cyberattacks.

The use of NLP classifiers in these domains can provide valuable insights and assist in deci-
sion-making processes. The text discusses the importance of efficient inference and structured 
learning techniques for accurate labeling in SRL (Structured Learning). It emphasizes the need for 
efficient inference and structured learning to achieve accurate labeling. These techniques can en-
hance the accuracy and reliability of SRL classifiers in economic and cybersecurity applications [1].

One approach to SRL is the use of data-driven models based on supervised learning, which 
have become the method of choice for semantic role labeling [2, 3]. These models leverage neural 
architectures and adapt them to the SRL task. Lample et al. adapted a similar model used for 
Named Entity Recognition and applied it to the SRL task. This approach demonstrates the potential 
of leveraging neural networks for SRL in different domains [4].

To achieve accurate and reliable Semantic Role Labeling (SRL), it is essential to leverage exist-
ing resources such as annotated corpora of semantic roles and ontologies [4]. These resources 
provide valuable knowledge and semantic mappings that can improve the performance of NLP clas-
sifiers. It proposes a method that leverages WordNet's upper ontology mapping and PropBank-style 
Semantic Role Labeling (SRL) for parsing long texts. This approach demonstrates the potential of 
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integrating ontological knowledge into SRL classifiers for a more comprehensive analysis. Semantic 
Role Labelling and Analysis using NLP classifiers have significant potential to enhance decision-mak-
ing and situational awareness. By accurately labeling semantic roles and analyzing the relationships 
between entities and predicates in texts, these classifiers can provide valuable insights and support 
decision-making processes in these domains.

4.1 Conventional Paradigms of empirical and rational approaches to the ambiguity 
of linguistic during the development of natural language processing

Conventional paradigms in empirical and rational approaches to the ambiguity of language 
during the development of natural language processing have been extensively studied in the field of 
computational linguistics and artificial intelligence. Researchers have explored various aspects of 
language processing, including statistical natural language processing, individual differences in lan-
guage processing, unsupervised learning of morphological paradigms, and ambiguity resolution [5].

Early approaches to SRL relied on rule-based systems, although they have undergone significant 
changes over time. These systems had a limited scope and necessitated extensive linguistic expertise. 
The development of machine learning methods, especially deep learning, has transformed SRL by enabl-
ing models to learn from vast text corpora. With increased accuracy and scalability resulting from 
this change, SRL is now more suitable for a variety of fields, including economics and cybersecurity.

The aim of linguistic science, in contrast, is to be able to describe and explain the wide range 
of linguistic observations that we frequently come across in speech, writing, and other media.  
An essential part of this process is recognizing the connections between linguistic expressions and 
the outside world, the linguistic structures through which language expresses meaning, and the cog-
nitive aspects of how people acquire, produce, and comprehend language [6]. It has been suggested 
that there are rules used to shape language utterances as a way to address the final issue with 
rules. This fundamental method has a long history that dates back at least 2000 years. However, 
in this century, it became more formal and rigorous as linguists delved into complex grammars that 
aimed to determine which utterances in a language were grammatically correct and which were not.

In the field of natural language processing, there has been extensive debate on the empiricist 
and rationalist approaches to language. While the empiricist approach stresses the value of expe-
rience and sensory information, the rationalist approach places more emphasis on the role of innate 
knowledge and mental structures in language acquisition [5, 6]. A rationalist approach completely 
dominated the fields of linguistics, psychology, AI, and natural language processing from around 
1960 to 1985. In the context of artificial intelligence, rationalist ideas can be regarded as support-
ing the effort to develop intelligent systems by manually hand-programming a large amount of initial 
knowledge and reasoning processes into them in an effort to replicate what the human brain initially 
contains. The rationalist school of thought contends that universal grammar and natural linguistic 
talents make learning a language easier. They argue that humans are born with a set of cognitive  
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mechanisms that are unique to language and facilitate the process of language learning [6].  
The theory of generative grammar contends that all languages share underlying syntactic features, 
which supports this point of view [7]. The rationalist approach also emphasizes the importance of 
reflection and introspective methods for language comprehension [8].

Conversely, empiricists argue that language acquisition is largely influenced by exposure 
to linguistic information and the statistical regularities present in the environment. According  
to them, language can be learned without the use of innate information or mental processes 
through a process of generalization and pattern recognition [9]. Empiricists emphasize the impor-
tance of corpora and data-driven methodologies in language research. They also emphasize how  
the linguistic environment influences the development of language [8, 9].

Both empiricist and rationalist approaches have had an impact on the field of natural language 
processing. The development of formal grammars and rule-based language processing systems was 
influenced by the rationalist perspective [10]. To analyze and produce language, these systems 
rely on explicit linguistic structures and rules. In contrast, the empiricist method has sparked the 
growth of statistical and machine learning methods for language processing [11]. These methods 
create predictions about language and learn patterns from large amounts of data. The fundamental 
principle of empiricist approaches, however, is to assume that the mind does not initially possess 
comprehensive collections of rules and guidelines specific to different aspects of language and 
other cognitive domains (such as theories of morphological structure, case marking, and so on), 
and that the mind instead develops over time. An empiricist approach to NLP contends that by se-
lecting an appropriate generic language model and then determining the parameter values through 
statistical pattern recognition, we can acquire a deep and comprehensive understanding of the 
structure of language. An empiricist approach to NLP contends that by selecting a suitable general 
language model and then applying statistical, pattern recognition, and machine learning techniques 
to a vast amount of language data, we can learn the complex and extensive structure of language.

An NLP system must understand the structure of the text, typically to a sufficient extent to 
answer the question "Who did what to whom"? Conventional parsing algorithms simply attempt to 
answer this question by considering potential grammatical structures for a specific set of words 
within a specific category [12]. For instance, a typical NLP system will indicate that the sentence 
in Fig. 4.1 has multiple syntactic analyses, also referred to as parses, based on a valid grammar. 
The given parse tree represents a complex sentence stating that the central bank raised interest 
rates in an attempt to manage inflation. This tree structure provides a visual representation of the 
grammatical and syntactic elements of the sentence, facilitating understanding of its hierarchical 
structure and the relationships between its various parts. A useful NLP system must be proficient 
in distinguishing between words with similar meanings and words with different categories, syntac-
tic structures, and semantic scopes. However, when using symbolic NLP systems, expanding the 
language coverage to include obscure formulations actually leads to more unwanted interpretations 
for common phrases, and vice versa. This means that the goal of maximizing coverage while mini-
mizing ambiguity is fundamentally incompatible.
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 Fig. 4.1 A parse tree for a sentence "The central bank raised interest rates to curb inflation"
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In the end, two opposing viewpoints on language learning can be seen in the rationalist and em-
piricist approaches to natural language processing. The empiricist method places more emphasis on 
the role of experience and statistical regularities than the rationalist approach, which emphasizes 
innate knowledge and mental structures. Both approaches have influenced the development of lan-
guage processing tools, with empiricist approaches guiding the creation of statistical and machine 
learning techniques, and rationalist approaches influencing rule-based systems [13].

These issues are addressed by a statistical NLP technique that automatically learns lexical 
and structural preferences from corpora. Instead of relying exclusively on syntactic categories, 
such part of speech labels, to parse sentences, we understand that the associations between 
words – that is, which words tend to cluster together – contain a wealth of information [5, 8].  
It is possible to use this collocational knowledge as a window into deeper semantic linkages.  
Because statistical models are stable, generalize well, and behave graciously in the presence of 
errors and new data, they are particularly useful for solving the ambiguity problem. In order to suc-
cessfully provide disambiguation in large-scale systems that use naturally occurring text, statistical 
natural language processing (NLP) approaches have taken the lead. Statistical NLP models' para-
meters can often be automatically estimated from text corpora. This not only reduces the reliance 
on human labor in the development of NLP systems but also raises interesting scientific questions 
about the process of language acquisition in humans [5].

For groups of words W in a vocabulary V that number in the tens or hundreds of thousands, 
a statistical language model calculates the prior probability values P(W ). Typically, the string W 
is divided into sentences or other pieces that are presumed to be conditionally independent, like 
utterances in automatic speech recognition. Decomposing the sentence probability in accordance 
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with the chain rule and ensuring that the end-of-sentence symbol is predicted with a non-zero 
probability in any context are two straightforward and sufficient methods to ensure proper norma-
lization of the model. W w w wn= 1 2, ,...,  results in:

P W P w w w w
i

n

i i( ) = ( )= −∏ 1 1 2 1| , ,..., . (4.1)

The language model is required to group the context W w w wk k− −=1 1 2 1, ,...,  into an equivalence 
class determined by a function Φ Wk −( )1  because the parameter space of P w w w wk k n| , ,...,1 2 1−( ) 
is too large. The result is:

P W P w Wk ki

n( ) ≅ ( )( )−=∏ | .Φ 11
 (4.2)

In a real application, word strings of limited length are encountered. The support of P(W) 
should consist of strings of finite length. The probability distribution P(W) should assign a proba-
bility of 0.0 to strings of words of indefinite length. A language model must anticipate the specific 
end-of-sentence symbol since the text is divided into sentences in a real-world context. If the 
language model is straightforward, or in other words, if P w W w Wk k k k| , , ,Φ − −( )( ) > ∈> ∀1 10  af-
ter that we have P s W Wk k< > ( )( ) > ∈> ∀− −/ | , .Φ 1 10  It guarantees that the model gives the set  
of word sequences with a fixed length a probability of 1.0 [13].

Finding appropriate equivalence classifiers and ways to assess the likelihood are the focus of 
language modeling research. The (n–1)-gram equivalence classification, which defines Φ Wk −( )1 ,  
is the most effective paradigm for language modeling, leaving the problem of estimating probability 
from training, and it defined like that:

Φ W w w wk k n k n k− − + − + −( ) =1 1 2 1, ,..., . (4.3)

Natural language processing (NLP) is one of the many fields where Zipf's law has been seen 
statistically. It claims that a word or term's rank is negatively correlated with how frequently it 
occurs in a corpus [14]. In other words, the majority of terms only occasionally occur, but a select 
minority do. For applications like semantic labeling, this law has been frequently used in NLP [11]. 
The generative modeling of natural languages is one area in which Zipf's law is applied in NLP. Re-
searchers can create models that produce realistic and cohesive writing and get insights into the 
structure and qualities of a language by examining the frequency distribution of words in a corpus.

We can examine the correlation between the frequency of a word, denoted as f, and its position 
in a list, referred to as its rank, r, by tallying the occurrence of each word (type) in a large corpus. 
Subsequently, we can arrange the words in ascending order based on their frequency [13].

f
r

or f
r

�
1 1

, .  �  (4.4)
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Meaning that there is a constant k:

f r k* ,=  (4.5)

f r
c

r
( ) =

+( )β α . (4.6)

Its idea holds that both the speaker and the hearer are attempting to exert the least amount 
of effort possible. A short vocabulary of common words saves the speaker's effort, whereas a wide 
vocabulary of words that are individually rarer saves the hearer's effort by making communications 
less ambiguous. The kind of reciprocal relationship between frequency and rank that can be seen in the 
data proving Zipf's rule is said to be the most economically advantageous solution to these conflicting 
needs. The biggest impact of Zipf's law for us, nevertheless, is the practical issue that most words 
will have extremely scant usage data. We will only have a large number of samples for a few terms. As 
we can observe, Zipf's law roughly holds, however it varies significantly for the terms with the highest 
frequency. Additionally, a phenomenon that may be seen in many of Zipf's own research has been 
recognized, namely that the product f and r tend to show a tiny bulge for terms of higher ranks [5]. 
Although it is only a generalization, Zipf's law is helpful in describing the frequency distribution of words 
in human languages. It claims that there are a small number of highly common words, a substantial 
number of terms with medium frequency, and a significant number of words with low frequency.

The broader link between rank and frequency in order to achieve a better fit with the empirical 
distribution of words. that Mandelbrot discovers is as follows:

f P r f P B r= +( ) = − +( )−ρ ρβ
 or log log * log . (4.7)

P, B are text parameters that together gauge how varied the vocabulary is in the text.  
As in the original equation, there is still a hyperbolic distribution between rank and frequency. When 
this equation is plotted on logarithmic axes, it closely resembles Zipf's law as a declining straight 
line with slope B for large values of r. However, by appropriately selecting the other parameters, 
one can construct a curve where the expected frequency of the most common terms is lower.

4.2 Annotating Linguistic Structure

The act of parsing can be seen as a simple application of the concept of chunking, which allows 
to condense the description of a phrase by identifying higher level structural pieces. Learning  
a grammar that explains the structure of the chunks one encounters is one approach to grasp the 
regularity of chunks over various phrases. The issue with grammatical induction is this. The concept 
of syntactic constituency holds that word groups can function as single entities, or constituents. 
The process of creating a grammar includes creating a list of the language's components. Due to its 
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exploration of the empiricist challenge of how to acquire structure from unannotated textual input, 
grammar induction has received a lot of attention. It suffices to argue that, while context-free 
or more complicated languages of the size required to handle a respectable percentage of the 
complexity of human languages, grammar induction approaches are quite difficult to understand.  
It is simple to introduce organization into a corpus of text. A chunked representation of sentences, 
which we might understand as a phrase structure tree, will be produced by any algorithm for 
creating chunks, such as one that recognizes common subsequences. The process of mechanically 
examining a given sentence, seen as a sequence of words, in order to identify any potential under-
lying grammatical structures is known as parsing in the field of natural language processing [2].

Parsing requires a formal, grammar-based, mathematical representation of the syntax of the 
target language. A formal grammar is made up of a set of rules that define how language con-
stituents, such as words, may be put together to make sentences and how sentences should be 
put together. The subject-verb agreement, word order, and other purely syntactic details may be 
the focus of rules, but other models may additionally include considerations like lexical semantics. 
There are many different grammatical formalisms that rely on different syntactic theories, and the 
structures that are produced by parsing, or parses, can vary greatly between these formalisms.  
A phrase structure is an ordered, labeled tree that expresses hierarchical interactions among spe-
cific groupings of words called phrases [6]. It is one of the many formalisms that explain the syntac-
tic analysis of a sentence. Dependency structure, which indicates binary grammatical relationships 
between words in a phrase, is another option for representation. There exist "shallow" representa-
tions of syntactic structures, in contrast to "deep" representations, where the maximum depth is 
strongly constrained. Finite state approaches are commonly used to create such representations.

Parse structures are primarily significant because of the grammatical information they provide 
to modules that carry out semantic, pragmatic, and discourse processing. This information is es-
sential for tasks such as text summarization, question-answering, and machine translation. Parsing 
can be seen as a crucial element of traditional NLP systems, and the accuracy of the parses can 
greatly affect the overall effectiveness of an application.

A natural language grammar often allows for a wide range of parses for a given input sentence. 
This is because formal grammars often overlook important aspects of a language's structure, 
meaning, and usage, leading to numerous parses that people would not consider logical. By com-
puting isolated portions of the parses and saving them in a table, significant practical issues in com-
putation and storage can be avoided. This has the benefit of allowing multiple parses to utilize the 
same fragment. Tabular parsing is the correct term for this. Numerous tabular parsing techniques 
can compute and store exponentially many parses while only requiring polynomial time and space.

Probabilistic parsing, which depends on the attribution of probabilities to grammatical rules, is 
one special case of this. A parse's probability is calculated as the sum of the probabilities of the rules 
used to construct it. By selecting the parse with the highest likelihood, disambiguation is achieved. 
Contrary to approaches that rely on a deep understanding of linguistics for syntactic disambiguation, 
probabilistic parsing and weighted parsing are successful due to their adaptability and scalability.
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Context-free grammar, or CFG, is a widely used formal method for representing constituent 
structure in natural language. Phrase-structure grammars are another name for context-free 
grammars, and Backus-Naur form, often referred to as BNF, is the formalization used. It wasn't 
until Chomsky that the concept of basing a language on constituent structure was formalized [6].

To the left of the arrow, each context-free rule has a single non-terminal symbol that denotes 
a cluster or generalization, and to the right, an ordered list of one or more terminals and non- 
terminals. The lexical category or part of speech for each word is connected to a non-terminal in 
the dictionary [6].

A context-free grammar (CFG) can be viewed in two different ways: as a mechanism for 
generating new sentences and as a means of assigning a specific structure to a sentence. We can 
interpret the arrow as meaning to "rewrite the symbol on the left with the string of symbols on  
the right" if we think of a context-free grammar as a generator [15].

The formal language, as defined by a CFG, consists of the collection of strings that can be de-
rived from the selected start symbol. Each grammar must have a specific start symbol, commonly 
referred to as S. S is typically considered the "sentence" node because context-free grammars are 
often used to generate sentences. The other nodes are defined in Table 4.1. Grammatical senten-
ces are those that can be produced from a grammar and are part of the formal language specified 
by that grammar. Ungrammatical sentences are those that cannot be generated by a specific for-
mal grammar and do not belong to the language that the grammar defines. This is because context 
can often determine whether a sentence belongs to a specific natural language.

A lexicon consists of words and symbols, while a collection of rules or productions defines the 
different ways in which the symbols of a language can be combined and arranged. Together, these 
components form a context-free grammar. Rule-free context: we can combine the previous rules 
with others that describe details about the vocabulary specified by the four parameters T, N, R, 
and S because G can be hierarchically embedded:

G T N S R= < >, , , . (4.8)

Each of the parameters contains the following data:
– T is set of terminal symbols that corresponds to words in the language (lexicon);
– N is set of non-terminal symbols that express abstractions over the terminals (or variables);
– S is start symbol (one of the non-terminals);
– R is rules/productions of the form X → γ, where X is a nonterminal and γ is a sequence  

of terminals and non-terminals (may be empty);
– A grammar G generates a language L.
As shown in the Fig. 4.2, h a given context-free grammar defines the rules for constructing 

valid sentences. Context-free grammar rules specify the relationships between different consti-
tuents, such as subjects, verbs, objects, and modifiers. The parsing process disambiguates such 
sentences and selects the most appropriate syntactic structure.
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 Table 4.1 Token label definitions of lexical parsing processes

Token Label Description

ADJP Adjective Phrase

ADVP Adverb Phrase

CONJP Conjunction Phrase

FRAG Fragment

INTJ Interjection

NAC Not a constituent

NP Noun Phrase

NX Head subphrase of complex noun phrase

PP Prepositional Phrase

QP Quantifier Phrase

RRC Reduced Relative Clause

S Simple declarative clause (sentence)

SBAR Clause introduced by complementizer

SBARQ Question introduced by wh-word

SINV Inverted declarative sentence

SQ Inverted yes/no question

UCP Unlike Co-ordinated Phrase

VP Verb Phrase

WHADJP Wh-adjective Phrase

WHADVP Wh-adverb Phrase

WHNP Wh-noun Phrase

WHPP Wh-prepositional Phrase

The idea of derivation provides a language with its definition. If a set of rule applications can 
transform one string into another, then the first string derives the second. More precisely, deriva-
tion is a generalization of direct derivation, according to Hopcroft and Ullman [16].

Let α1, α2, ..., αm be strings in (T ∪ N)*, m ≥ 1, such that α1 derives αm:

� � � � � �1 2 2 3 1� � ��, ,. . .., m m
 (4.9)

The language L produced by a grammar G can thus be properly defined as the set of strings 
made up of terminal symbols that can be deduced from the prescribed start symbol S:

L w w T S wG = { }| * . is in and  derives  (4.10)
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 Fig. 4.2 Context-Free Grammar parsing example

T = {inflation, market, consumer,
         rates, supply, demand, ma...}

N = {S, NP, VP, Noun, Verb, Adjective}

G 
=

 <
T,

 N
, S

, R
>

S = S

R = {
S → NP VP
NP → Noun

NP → Adjective Noun
NP → NP Noun

VP → Verb
VP → Verb Noun

}

A treebank is a corpus in which each sentence is tagged with a parse tree. In parsing, as well 
as in linguistic studies of syntactic issues, treebanks are crucial. The process of mapping a group 
of words to their parse tree is known as syntactic parsing.

Treebanks are generally made by parsing each sentence with a parse that is then hand-cor-
rected by human linguists. As shown in the Fig. 4.3, the constituency parsing (parse tree) provides 
a hierarchical structure of the sentence, while the universal dependencies give a flatter represen-
tation of the syntactic relationships between words in the sentence. Both methods are used for 
syntactic analysis in natural language processing, with dependency parsing being more compact and 
favored for some tasks, while constituency parsing provides a hierarchical structure often used for 
deeper linguistic analysis.

 Fig. 4.3 Parsing type: a – constituency parsing (Parse tree); 
b – dependency parsing

(ROOT
 (S
  (NP (DT The) (JJ central) (NN bank))
  (VP (VBD raised)
   (NP (NN interest) (NNS rates))
   (S
    (VP (TO to)
     (VP (VB curb)
      (NP (NN inflation))))))
  (..)))

det(bank-3, The-1)
amod(bank-3, central-2)
nsubj(raised-4, bank-3)
root(ROOT-0, raised-4)
compound(rates-6, interest-5)
obj(raised-4, rates-6)
mark(curb-8, to-7)
advcl(raised-4, curb-8)
obj(curb-8, inflation-9)

ba
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It can be helpful to have a normal form for grammars when each production has a certain 
form. A context-free grammar, for instance, is in Chomsky normal form (CNF) [6] if it is not null 
and each production also has one of the following forms: A BC or A → a. 

In other words, each rule has either two non-terminal symbols on the right side or one 
terminal sign. Binary branching, or having binary trees (down binary branching to the prele-
xical nodes), is a feature of Chomsky normal form grammars. A weakly equivalent Chomsky 
normal form grammar can be created from any context-free grammar. Chomsky adjunc-
tion is the production of a symbol A with a possibly infinite series of symbols B with a rule  
of the type A → AB.

The context-free nature of our grammar rules gives rise to the advantage of dynamic pro-
gramming. Once a constituent has been identified in a section of the input, we can record its 
presence and make it available for use in any subsequent derivation that might require it. This 
saves time and storage because subtrees can be looked up in a table instead of being reanalyzed.  
The Cocke-Kasami-Younger (CKY) algorithm, which is the most popular dynamic programming-based 
parsing method, is presented in this section. A comparable strategy is chart parsing [13, 16], 
and dynamic programming techniques are often referred to as chart parsing techniques with the 
requirement of being in CNF.

Any context-free grammar (CFG) can be transformed into Chomsky normal form (CNF) while 
still preserving the language, as long as it does not generate the empty string. Some defini-
tions of CNF allow the symbol S as an admissible rule to account for the empty string, as long 
as S does not appear on the right-hand side of any rule. We'll use T to represent the table 
used in the CKY algorithm. The table's elements, or items as we'll call them, are represented 
by the notation P[i, A, j], where A ∈ N and 0 ≤ i ≤ j ≤ n, and n is the length of the input string  
w = a1…an. It is best to think of the numbers i and j as input positions: the position 0 comes 
before a1, the position i with 1 ≤ i ≤ n–1, w separate the symbol placement ai–1 and ai in w, and 
the position n comes after an.

The substring ai+1…aj of w can be obtained from non-terminal A if an item P[i, A, j] is added  
to the table. Considering that the algorithm's primary objective is to add item P[0, S, n] to the 
table, this could be seen as a partial recognition outcome. Only when the input string is correct, 
will this item be discovered at the end of the process.

Fig. 4.4 shows the display of the algorithm. 
The algorithm considers substrings that end in j for each input location and determines 

the non-terminals from which the substrings can be derived. The substrings aj of least 
length are considered first, then the Chomsky normal form suggests that any parse of such  
a substring must contain a single instance of the rule in the form A → aj. After that, sub-
strings ai+1…ai of greater lengths (j > i+1) are taken into consideration. The CNF suggests that 
if such a substring can be derived from A, then there is a rule A → BC (some B and C), where 
i < k < j, and ai+1…ak and ak+1…aj to ak and ak+1 to aj can be derived, respectively, for some 
choice of k.
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 Fig. 4.4 The Cocke-Kasami-Younger (CKY) algorithm
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4.3 Developing Models for Semantic Role Labeling

The first step in any research project involving Natural Language Processing (NLP) classi-
fiers is data collection. It is crucial to identify and gather relevant raw data sources [17]. These 
sources should encompass a wide range of materials, including financial news articles, annual 
reports, cyber incident reports, network traffic logs, and cybersecurity threat feeds. 
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Data collection. Financial news articles serve as a primary source of textual data for the 
economic aspect of the research. These articles are typically rich in content related to economic 
events, market dynamics, company performance, and economic indicators. To collect this data, 
we will consider various reputable financial news outlets and databases such as Bloomberg,  
Reuters, CNBC, and financial news sections of major newspapers. The selection of these sources 
will be based on their relevance, coverage, and the availability of structured and unstructured 
data. Annual reports of companies are another valuable source of economic data. These docu-
ments provide in-depth information about a company's financial performance, strategic goals, 
and risk assessments. The data will be collected from public sources, such as company websites, 
financial regulatory authorities like the U.S. Securities and Exchange Commission (SEC), and  
databases of publicly available annual reports. This data will be useful in understanding how 
companies describe their financial status and outlook, and how they frame economic information 
within their reports.

NLP systems require both correct and incorrect data for training and testing purposes. Obtain-
ing correct data is relatively easy, but obtaining data with errors like typos and misspellings is chal-
lenging. Generating incorrect data can be a solution, but it is difficult to ensure that the generated 
texts correspond to real human mistakes. In this paper, the authors focused on collecting incorrect 
texts and misspellings from players through an automated web application. They used this data  
to build a model of common errors, which can be used to generate a large amount of authentic-look-
ing erroneous texts [18].

The cybersecurity aspect of the research necessitates the collection of data related to 
cyber incidents. Cyber incident reports, often generated by Computer Emergency Response 
Teams (CERTs) and security organizations, contain valuable information about security breaches, 
attack vectors, and mitigation strategies. Sources for collecting cyber incident reports will include 
both government and private organizations, such as the United States Computer Emergency 
Readiness Team (US-CERT), the Center for Internet Security (CIS), and various industry-speci-
fic CERTs. These reports will provide insights into the language and semantics used to describe 
cyber threats and incidents. For a deeper understanding of the cybersecurity context, network 
traffic logs are an essential data source. These logs contain detailed information about network 
activities, including traffic patterns, protocols, and communication behaviors. Data collection in 
this category may involve partnerships with organizations that can provide anonymized network 
traffic data, or accessing publicly available datasets and network monitoring tools. These logs 
will help in analyzing the language and semantics used in network communications during cyber 
incidents. To keep up with the rapidly evolving cybersecurity landscape, cybersecurity threat feeds 
will be a valuable source of real-time data. These feeds provide information on emerging threats, 
vulnerabilities, and malicious activities. Sources for collecting threat feeds include government 
agencies, commercial threat intelligence providers, and open-source threat intelligence platforms. 
The data from these feeds will enable the analysis of the language and semantic roles used in 
describing emerging threats and vulnerabilities.
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It is imperative to ensure that the collected data aligns with the specific research objectives of 
semantic role labeling and analysis [14]. The data will be chosen in such a way that it encompasses 
a broad spectrum of economic and cybersecurity language, including event descriptions, indicators, 
actors, and actions. The alignment will allow for meaningful analysis and classification of seman-
tic roles in the data, furthering our understanding of the language used in these domains [18].

Data preprocessing. Data preprocessing is a crucial stage in NLP research, where we trans-
form the collected raw data into a format that is suitable for analysis and classification [19]. Data 
cleaning is the initial step in the data preprocessing process. It involves the removal of any noise, 
irrelevant information, special characters, and inconsistencies present in the raw data. Financial 
news articles, annual reports, cyber incident reports, and other sources may contain various forms 
of noise, such as advertisements, metadata, HTML tags, and extraneous information not relevant 
to the research objectives [20]. Cleaning the data ensures that we are left with only the textual 
content that matters for our analysis.

Tokenization is the process of splitting the text into individual words or tokens. Tokens are the 
basic units of text that can be analyzed independently. By tokenizing the data, we break down the text 
into its constituent parts, making it amenable to further analysis. For example, the sentence "The 
stock market is volatile" would be tokenized into the tokens: ["the", "stock", "market", "is", "volatile"].  
To ensure consistency in the data and prevent case sensitivity issues, all text is converted to 
lowercase [20]. Lowercasing ensures that words like "Economy" and "economy" are treated as the 
same word during analysis. This step helps in creating a uniform text corpus for analysis. Common 
words known as stopwords, such as "and", "the", "in", etc., do not carry significant meaning in the 
analysis and can be removed from the data to reduce noise and improve processing efficiency. 
However, it's important to note that in some cases, stopwords may be domain-specific and could 
carry relevant information. This aspect will be considered when removing stopwords, ensuring that 
domain-specific stopwords are retained if necessary [21].

Both economic and cybersecurity domains have their unique terminology, jargon, and linguistic 
patterns. It is crucial to adapt the preprocessing steps to accommodate these domain-specific cha-
racteristics. For example, in the economic context, financial terms such as "GDP", "dividends", and 
"NASDAQ" may need normalization, and currency symbols need to be handled consistently. In the 
cybersecurity domain, domain-specific jargon like "DDoS attack", "malware", and "firewall" should be 
treated in a manner that preserves their specific meanings. The data preprocessing pipeline involves  
a sequential application of the above steps. Once the raw data has been cleaned, tokenized, lowercased, 
and had stopwords removed, domain-specific preprocessing is applied to tailor the data for each re-
spective context [21]. This pipeline ensures that the data is transformed into a structured, noise-free, 
and consistent format that can be used in subsequent stages of semantic role labeling and analysis.

Text annotation and Labeling. Text annotation is a fundamental step in NLP that involves mark-
ing specific elements of the text to identify and extract target semantic roles or entities. In the 
context of our research, we aim to identify and label semantic roles in both economic and cyberse-
curity domains. These roles will provide the foundation for further analysis and classification [22]. 
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In the economic context, the identification of semantic roles is essential for understanding 
the relationships and interactions between various entities and actions. The following are some of  
the semantic roles that we will annotate and label in this domain: 

1. Buyer: the entity or role responsible for purchasing goods or services.
2. Seller: the entity or role responsible for selling goods or services.
3. Investor: the entity or role involved in providing capital or funds for investment purposes.
4. Regulator: the entity or role responsible for enforcing rules and regulations within the 

economic domain.
These roles capture the key entities and actions involved in economic activities and transactions. 

Annotating and labeling them will enable to analyze how these roles are represented and the rela-
tionships between them in economic texts.

In the cybersecurity context, semantic role annotation is critical for understanding the dyna-
mics of cyber incidents, threats, and vulnerabilities. The following are some of the semantic roles 
that we will annotate and label in this domain:

1. Attacker: the entity or role responsible for initiating a cyberattack.
2. Target: the entity or role that is the victim or the primary target of the cyberattack. 
3. Exploit: the means or action used by the attacker to compromise a system or network. 
4. Vulnerability: the weakness or flaw in a system or software that the attacker exploits.
These roles are central to understanding the various elements involved in cyber incidents and 

attacks [23]. Annotating and labeling these roles will enable to explore how these roles are depic-
ted in cybersecurity-related texts and the relationships between them.

The annotation process involves manually identifying instances of the defined semantic roles 
in the preprocessed text. This process may involve using specialized annotation tools or guide-
lines tailored to the economic and cybersecurity domains. Annotators will mark text spans or 
assign labels to specific words or phrases that correspond to the roles identified. Understand-
ing the relationships between the annotated roles is a critical aspect of this research. In both 
economic and cybersecurity contexts, the interactions and dependencies between roles can be 
complex. Analyzing these relationships will provide insights into the structure and semantics of the  
text data [22]. For instance, in economic texts, we may explore how buyers and sellers interact, 
or how regulators oversee financial transactions. In cybersecurity, we can investigate the inter-
actions between attackers, targets, exploits, and vulnerabilities to gain a deeper understanding 
of cyber incidents.

Ensuring consistency in labeling is crucial to maintain the quality and reliability of the 
annotated data. Annotation guidelines and inter-annotator agreement assessments may be 
used to validate the consistency of role labeling, especially in cases where multiple annotators  
are involved.

Semantic Role Labeling. SRL is a key step that involves the identification and classification of 
semantic roles within the text. For our research, we will focus on economic and cybersecurity texts 
and employ appropriate SRL techniques to fulfill this objective.
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Selecting the right SRL model is vital to the success of our research. Given the specific nature 
of our domains (economic and cybersecurity contexts), we must decide whether to use pre-trained 
SRL models, develop domain-specific models, or adopt a combination of both approaches:

– pre-trained models: pre-trained SRL models, such as those based on large-scale general 
corpora like OntoNotes or Universal Dependencies, can be a good starting point. They capture  
a broad range of semantic roles and syntactic structures in natural language, making them poten-
tially useful for our analysis [24];

– domain-specific models: economic and cybersecurity texts often have unique terminologies 
and linguistic patterns. To address this, we may consider developing or fine-tuning domain-specific 
SRL models. These models can be trained on domain-specific datasets, making them more attuned 
to the intricacies of economic and cybersecurity texts [25].

The application of SRL techniques involves using the selected models to process the annotated 
data and extract semantic roles. Some common SRL methods that can be employed for this pur-
pose include:

– dependency parsing: dependency parsing is a technique that analyzes the grammatical 
structure of a sentence. It identifies the relationships between words and assigns labels to these 
relationships. In the context of SRL, dependency parsing can be used to identify the roles that 
different words play in a sentence, such as identifying the subject, object, and other dependents 
of a verb [26];

– frame-based SRL: frame-based SRL is a method that involves identifying specific seman-
tic frames, which are predefined structures that capture the relationships between roles and 
their associated arguments in a sentence. This method can be particularly useful for extracting 
domain-specific roles and their respective arguments in economic and cybersecurity texts [25].

Once the semantic roles have been identified, the next step is to classify them into their 
respective categories. In economic texts, this might involve classifying roles as "buyer", "seller", 
"investor", or "regulator". In cybersecurity texts, roles could be classified as "attacker", "target", 
"exploit", or "vulnerability". Role classification provides a structured representation of the roles in 
the text, making it easier to analyze and interpret the relationships between these roles.

To ensure the accuracy and quality of the SRL output, it is essential to evaluate the perfor-
mance of the chosen SRL models. This evaluation can be done using standard metrics such as 
precision, recall, F1-score, and inter-annotator agreement. The evaluation process helps measure 
how well the SRL techniques are capturing the semantic roles within the text.

Model training and evaluation. After completing the Semantic Role Labeling (SRL) phase and 
obtaining annotated data, the focus shifts to the critical stages of model training and evaluation. 
Model training involves using the annotated data to train SRL models, considering choices such 
as pre-trained models, domain-specific models, or a combination of both [27]. The training pro-
cess includes data preparation, model selection, feature engineering (for domain-specific models),  
training procedures, and leveraging transfer learning techniques to adapt knowledge from pre-
trained models to the target domain [28].
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Fine-tuning is a crucial step in the model development process. It involves making adjustments 
to the model's architecture and hyperparameters to ensure it performs optimally on the target 
task. In the context of economic and cybersecurity texts, fine-tuning may involve adapting the 
model to understand domain-specific terminology, syntax, and semantics [29]. This step helps the 
model capture nuances and nuances that are specific to the respective domains.

Model evaluation is essential to measure the performance of the trained and fine-tuned SRL 
models. It ensures that the models effectively extract semantic roles from economic and cyberse-
curity texts. The following metrics are commonly used for SRL model evaluation:

– F1 score: the F1 score is a balance between precision and recall and is particularly useful 
when there is an imbalance between classes. It provides a single score that summarizes the mo-
del's performance;

– precision: precision measures the ratio of correctly predicted positive instances to the 
total instances predicted as positive. In SRL, precision indicates how accurately the model labels 
semantic roles;

– recall: recall measures the ratio of correctly predicted positive instances to the actual po-
sitive instances. In SRL, recall indicates the model's ability to capture all instances of the semantic 
roles in the text;

– accuracy: accuracy measures the overall correctness of the model's predictions. It is the 
ratio of correctly predicted instances to the total instances.

To ensure consistent performance and generalizability, cross-validation techniques can be em-
ployed, involving the splitting of data into multiple subsets for robust model evaluation. Fine-tuning 
processes may also optimize hyperparameters, including learning rates, batch sizes, and regula-
rization parameters, aiming to find the optimal configuration for the best model performance. These 
approaches collectively contribute to the development of effective SRL models tailored to the 
specific demands of economic and cybersecurity texts.

Feature engineering. Feature engineering involves the extraction of relevant features from the 
data, which can provide valuable linguistic information to improve the accuracy and effectiveness 
of the SRL models.

Linguistic features are fundamental to understanding and representing the structure and 
meaning of text. These features can include:

– part-of-speech (POS) tags: POS tags are labels assigned to each word in a sentence, indi-
cating the word's grammatical category (e.g., noun, verb, adjective). Incorporating POS tags into 
the feature set can assist SRL models in understanding the syntactic roles of words in a sentence, 
which is crucial for identifying semantic roles [30];

– syntactic dependencies: syntactic features capture the grammatical relationships  
between words in a sentence. These dependencies help in understanding how words are con-
nected in terms of subject-verb-object relationships, modifiers, and more. Syntactic dependency 
trees and labels can be used as features to provide additional context for semantic role iden-
tification [31];
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– n-grams: n-grams are contiguous sequences of n words from a text. By including n-grams as 
features, we can capture the local context around a word or phrase, which is particularly useful in 
disambiguating word senses and identifying semantic roles [30];

– word embeddings: word embeddings, such as Word2Vec or GloVe, represent words as con-
tinuous vector spaces, where words with similar meanings are located close to each other. These 
embeddings can be used as features to provide semantic information, enabling the model to under-
stand word similarity and context [32].

Actionable model creation. The creation of actionable models represents the culmination of 
the research efforts, where the semantic roles identified in economic and cybersecurity texts are 
translated into practical applications. These models have the potential to drive informed decisions, 
enhance security, and provide valuable insights in these domains. In the following chapters, we will 
explore the practical implementation and real-world impact of these actionable models.

In the economic context, actionable models can be created to support various applications, including:
– investment decisions: semantic roles like "buyer", "seller", and "investor" can be leveraged to 

inform investment decisions. By tracking the activities and sentiments associated with these roles 
in financial news articles, the model can provide insights into market trends, potential investment 
opportunities, or risks; 

– sentiment analysis: analyzing the roles associated with sentiment-laden words and phrases 
in economic texts can enable sentiment analysis. This can help in understanding market sentiment, 
investor confidence, and public perception, which can be valuable for financial professionals and 
decision-makers [20];

– sentiment analysis: analyzing the roles associated with Predictive models can be developed by 
correlating semantic roles with financial indicators. For instance, identifying patterns in how buyers and 
sellers are described in news articles and their impact on stock prices can aid in market predictions;

– regulatory compliance: models can be created to identify regulatory violations or non-com-
pliance by tracking the actions of regulators and the entities they oversee in annual reports and 
financial documents.

In the cybersecurity context, actionable models can be developed for a range of applications, such as:
– threat detection: by analyzing semantic roles like "attacker" and "exploit" in network logs and cy-

bersecurity reports, actionable models can be built to detect and respond to security threats in real time;
– incident response: models can be used to identify the roles involved in cyber incidents, 

helping incident response teams understand the nature of the attack, its impact, and potential 
countermeasures;

– threat intelligence: by analyzing semantic roles, such as "vulnerability" and "target", ac-
tionable models can provide insights into emerging threats, vulnerabilities, and potential targets, 
assisting in proactive threat intelligence;

– security risk assessment: actionable models can assess security risks by monitoring the 
roles and actions associated with different entities in a network. This can help organizations identify 
weak points and vulnerabilities.
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The development of actionable models has the potential to provide significant benefits in both 
economic and cybersecurity contexts. These models can enhance decision-making, improve secu-
rity, and enable proactive responses to changing conditions and threats.

Real world testing. Real-world testing is a crucial phase, as it allows us to assess how well the 
models work in practical, dynamic settings.

Real-world testing involves applying the actionable models to different scenarios and assessing 
their performance and usability [33]. These scenarios may include:

– economic analysis: testing the model's ability to provide investment recommendations or 
sentiment analysis in real-time as new financial data becomes available;

– cybersecurity defense: assessing the model's effectiveness in real-time threat detection  
and incident response within a live network environment;

– predictive capabilities: evaluating the model's predictive capabilities by monitoring its perfor-
mance over an extended period to gauge its long-term accuracy;

– usability in practical tasks: testing the model's utility in practical cybersecurity tasks, such as 
security risk assessment, threat intelligence, and regulatory compliance monitoring.

Assessing model performance involves monitoring how well the actionable model performs  
in real-time. Key metrics and indicators should be observed, such as:

– accuracy: how well the model's predictions match real-world outcomes;
– precision and recall: the model's ability to correctly identify and act upon semantic roles  

in dynamic situations;
– latency: the time it takes for the model to process data and provide actionable insights.
The real-world testing phase provides an opportunity to evaluate the model's adaptability and 

scalability. Can it accommodate new data sources, handle unexpected scenarios, and scale to meet 
the demands of practical applications? These aspects are critical for assessing the model's long-
term usability. Real-world testing often uncovers areas for improvement. Gathering feedback from 
users and stakeholders involved in the practical application of the model is invaluable. This feed-
back can guide iterative refinements and updates to enhance the model's performance and utility.

Usability testing focuses on how well the actionable model fits into the workflow of users.  
Is it user-friendly, easy to integrate, and does it meet the specific needs of the users in economic 
or cybersecurity roles? Real-world testing is the ultimate litmus test for the actionable models 
developed in our research. It's where the rubber meets the road, and the effectiveness of these 
models in practical economic and cybersecurity scenarios is demonstrated. The insights gained from 
this phase will provide valuable feedback for further refinement and real-world deployment, ultimately 
contributing to the real-world application of semantic role labeling and analysis. In the final chapters, 
we will explore the broader implications and contributions of our research in these critical domains.

Iterative refinement. While we have developed actionable models that are ready for real-world 
testing and deployment, it is important to focus on the importance of continuous refinement  
and adaptation. In dynamic domains, staying current and responsive to changes in linguistic pat-
terns and domain-specific developments is essential.
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The worlds of economics and cybersecurity are in a state of constant evolution. New terminologies, 
trends, and linguistic patterns emerge regularly. As a result, actionable models must be continuously 
refined to stay relevant and effective [20]. The need for iterative refinement is driven by several factors:

– dynamic language use: language use evolves over time, and new terms and phrases enter 
the lexicon. Iterative refinement allows models to adapt to these linguistic changes and remain 
accurate in their predictions [34]; 

– understanding machine learning: from theory to algorithms [30];
– changing threat landscape: in cybersecurity, the threat landscape is constantly changing as 

attackers develop new tactics and exploit novel vulnerabilities. Models must be updated to detect 
these emerging threats effectively;

– market dynamics: economic markets are influenced by various factors, including geopolitical 
events, economic policies, and global trends. Refinement is necessary to capture how these chan-
ges affect economic roles and actions;

– user feedback: feedback from users of the actionable models provides valuable insights into 
areas where improvement is needed. Iterative refinement is a response to this feedback.

Iterative refinement also involves adapting to domain-specific developments in economics and 
cybersecurity. Some ways to achieve this include:

– regular data updates: regularly updating the training data with the latest economic re-
ports, financial news, cybersecurity incidents, and threat reports to ensure that the model reflects  
the current state of the domain;

– domain expertise: involving domain experts who can provide insights into the evolving land-
scape and guide model adjustments to account for new trends and terminologies;

– model re-training: re-training the model using up-to-date data and fine-tuning it to account 
for changes in the domain;

– incorporating external knowledge sources: integrating external sources of domain know-
ledge, such as industry reports or expert opinions, to inform model adjustments.

User feedback is a central component of iterative refinement [34]. Ensuring that the action-
able models align with the needs and expectations of users is paramount. This may involve:

– user surveys and interviews: conducting surveys or interviews with users to gather their 
input on model performance, usability, and areas for improvement;

– user training: offering training sessions to users to familiarize them with the model and 
gather insights into how it can better fit into their workflow;

– user-driven feature requests: encouraging users to suggest new features or modifications 
that would enhance the model's usability [34].

Iterative refinement is an ongoing process, and continuous evaluation is crucial to assess the 
effectiveness of model updates. This evaluation should include the monitoring of key metrics, usabi-
lity testing, and the measurement of model performance in real-world scenarios.

Deployment and practical use. The ultimate goal is to ensure that the model is capable of pro-
viding valuable insights and supports decision-making processes in these domains.
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The deployment of actionable models in real-world contexts involves several consider-
ations, including:

– infrastructure and scalability: ensuring that the necessary computational infrastructure is in 
place to support the model's real-time processing needs and scalability to handle increasing data volumes;

– data integration: integrating the model with data sources, ensuring that it can access rele-
vant economic and cybersecurity texts or data feeds;

– user training: providing training and onboarding for users who will interact with the model to 
ensure they understand how to utilize it effectively;

– security and compliance: ensuring that the deployment adheres to security standards and 
regulatory compliance, especially in the cybersecurity domain where sensitive information is involved.

For practical use, the model should be designed to facilitate user interaction and interpretation 
of results. This may include creating user-friendly interfaces, dashboards, or reports that allow  
users to make informed decisions based on the insights provided by the model. Deployment is not 
the endpoint but rather the beginning of an ongoing cycle of monitoring and continuous improvement.  
Regularly evaluating the model's performance, gathering user feedback, and making necessary 
refinements is essential to ensure that the actionable model remains effective in the long term. 

4.4 Methodological Foundations for Developing a Semantic Role Classifier for Cyber 
Threat Analysis and Economical Sphere using Artificial Neural Networks

ANNs have been applied in the study of language in various ways. The multi-layered percep-
tron (MLP) is the most practical ANN architecture for statistical modeling. MLPs have been ex-
panded to represent both sequential and structured data and can be utilized for feature induction and 
probability estimation. Language modeling and parsing have been their most effective uses in NLP. 
MLPs can be reinterpreted as approximate versions of latent variable models, and they have served 
as an inspiration for much of the recent research in machine learning techniques.

Artificial neural networks, or simply "neural networks", are a general term for a group of 
computational models that have some characteristics in common with the networks of neurons 
present in the brain. They are often built to be educated using data and comprise of a distributed 
network of simple processing units. These were some of the earliest machine learning techniques 
in the field of artificial intelligence (AI), and they have had a significant impact on various areas of 
machine learning research. The majority of ANN research within AI no longer has any neurological 
underpinnings and is now mostly driven by engineering concerns [34]. Research in NLP has been 
primarily driven by its applicability for engineering solutions.

Unsupervised representation induction during learning is another characteristic that is fre-
quently associated with ANNs. Some of the artificial neural networks (ANN) processing units do 
not have predefined meanings; instead, they develop them during training. In other instances, such 
as the unsupervised clustering of self-organizing maps, these units serve as the output of the 
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artificial neural network (ANN). In other instances, these units serve as an intermediary repre-
sentation between the input and output of the ANN. These units are known as "hidden units"; they 
are comparable to latent variables. The multilayer perceptron (MLP) and its recurrent variations 
have been the most frequently used types of artificial neural networks (ANNs). MLPs are used for 
sequence modeling, categorization, and function approximation.

Another trait that is usually linked to ANNs is unsupervised representation induction during 
learning. Some of the processing units of an artificial neural network (ANN) gain their meanings 
during training rather than having them predefined. These units are used as the artificial neural 
network (ANN) output in other situations, such as the unsupervised clustering of self-organiz-
ing maps [24]. In other cases, these units act as a representational bridge between the ANN's 
input and output. They are referred to as "hidden units" and are similar to latent variables.  
The most popular varieties of artificial neural networks (ANNs) have been the multilayer percep-
tron (MLP) and its recurrent versions. Sequence modeling, categorization, and function appro-
ximation are all performed using MLPs.

In response to the argument that the perceptron algorithm could only learn a very small class 
of problems, multi-layered perceptrons (MLPs) were created as it is possible to see in Fig. 4.5. The 
perceptron algorithm learns to distinguish between output classes based on a linear combination 
of its input features. Because of its linearity, a perceptron can only solve problems that can be 
divided into classes of outputs by a line (or, more generally, a hyperplane) that can be drawn in the  
input space. The XOR function is a clear example of a problem that cannot be linearly separated be-
cause there is no line that can divide the zero cases (0, 0, 1, 1) from the one cases (0, 1, 1, 0) [35].

The input layer consists of neurons (also called nodes) that represent the features or input 
data for your problem. Each neuron corresponds to a specific feature, and these neurons pass 
their values to the neurons in the first hidden layer. An MLP can have one or more hidden layers, 
each consisting of multiple neurons. The number of hidden layers and the number of neurons in 
each layer are hyperparameters that can be adjusted based on the complexity of the problem. 
Each connection between two neurons (either between the input and hidden layers or between 
hidden layers) has an associated weight. These weights are the parameters that the network 
learns during training. The weights determine the strength of the connection and play a crucial role 
in shaping the network's behavior. Activation functions are applied to the weighted sum of inputs 
at each neuron to introduce non-linearity into the network. Each neuron in the hidden and output 
layers typically has an associated bias term. The bias allows the network to model shifts in the 
data that are not accounted for by the weights and is added to the weighted sum of inputs before  
the activation function is applied.

The middle layers of MLPs contain processing units whose outputs are a continuous non-linear 
function of their inputs. This addresses the restriction by incorporating multiple layers of units.  
An MLP can transform the input space into a new set of features, where the output clas-
ses become linearly separable due to the presence of these middle layers, also referred to as  
hidden layers. In reality, MLPs can approximate any arbitrary function due to the non-linearity of 
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the hidden units [34]. Backpropagation is a straightforward learning procedure for MLPs because 
the hidden unit functions are continuous [34].

The output of each neuron in a hidden layer is determined by the weighted sum of its inputs, 
including the bias term, passed through the activation function. This output is then used as input to 
neurons in subsequent layers. The output layer consists of neurons that provide the final output of 
the network. The number of neurons in this layer depends on the specific problem you are trying to 
solve. For classification tasks, you might have one neuron per class for softmax classification, while 
for regression tasks, there might be a single output neuron. The loss function measures the difference 
between the network's predictions and the true target values. The choice of the loss function depends 
on the type of problem, e.g., mean squared error for regression or cross-entropy for classification.

During training, the network adjusts its weights and biases to minimize the loss function. This is 
typically done using optimization algorithms like stochastic gradient descent (SGD) or its variants. 
Backpropagation is a key technique for computing gradients and updating the weights. To prevent 
overfitting, techniques like dropout, weight decay (L1 or L2 regularization), and early stopping can 
be employed to make the network generalize better to unseen data. An MLP with multiple hidden 
layers and appropriate activation functions can approximate complex functions and is widely used in 
various machine learning tasks. The design of the network, including the number of layers, neurons 
per layer, activation functions, and other hyperparameters, is highly dependent on the specific 
problem being addressed.

 Fig. 4.5 The multilayered perceptron graph
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The pursuit of understanding and representing words in a manner that accurately captures 
their semantic and syntactic connections has been a fundamental focus of research in Natural 
Language Processing (NLP). We came across word vectors during our journey, and they have 
revolutionized NLP applications. To grasp the fundamental principles of word embeddings, it is 
essential to comprehend the connection between word vectors, artificial neural networks, and the 
multi-layered perceptron (MLP).
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Words in a continuous vector space are represented numerically as word vectors, also 
referred to as word embeddings. These embeddings provide syntactic and semantic connections 
between words, enabling natural language processing (NLP) systems to comprehend meaning 
and context. These compact numerical representations of words have opened new opportunities 
for tasks such as sentiment analysis, machine translation, and document classification. At the 
heart of this revolution lies the interaction between artificial neural networks and multi-layered  
perceptrons, which collaborate to capture word semantics and predict their context. 

Word2Vec and FastText are two well-known models that have dominated the development 
of word vectors (Fig. 4.6). Both of these models train and generate word embeddings us-
ing artificial neural networks, specifically the multi-layer perceptron. The Word2Vec model 
for word embeddings was first presented by Mikolov. The Continuous Bag of Words (CBOW)  
and Skip-gram architectures are the two main architectures used by Word2Vec. Continuous 
Bag of Words (CBOW) predicts the target word by using the words in its context. The goal is to 
increase the likelihood of the target word given the context using a shallow neural network with 
one hidden layer. On the other hand, skip-gram guesses context words from a target word.  
Similar to CBOW, but with the aim reversed. In both situations, the word vectors are adjusted 
to capture linguistic correlations after the training process has fine-tuned the neural net-
work weights [36].

 Fig. 4.6 The architecture of Word2Vec model
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With a predefined vocabulary and a substantial text dataset as an initial input, Word2Vec can 
commence text processing. Although the vocabulary is typically broad, it can be condensed to in-
clude only common words. As depicted in Fig. 4.7, each word in the dictionary is assigned a vector 
representation using Word2Vec. Using a distributional similarity objective, Word2Vec aims to learn 
word vectors from a text corpus. Predicting which words will appear in the context of other words 
is necessary for this challenge. Operationally, Word2Vec utilizes the concepts of context words (O) 
and center words (C). While context words are the terms that appear around the center word  
in the text, center words are the words that are being considered.

 Fig. 4.7 Vector representation of the sentences using Word2Vec model
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With a predefined Word2Vec uses the current word vectors to calculate the probability of  
a context word occurring, given the center word, based on the model. The goal is to adjust the 
word vectors to maximize the probability assigned to words that actually occur in the context 
of the center word. This adjustment is performed iteratively as the model processes the text.  
The central component of Word2Vec is the objective function, which is a cost or loss function 
that requires optimization. The objective function aims to maximize the likelihood of the context 
words surrounding the center words. and a substantial text dataset as an initial input, Word2Vec 
can commence text processing. Although the vocabulary is typically broad, it can be condensed to 
include only common words. Each word in the dictionary is assigned a vector representation using 
Word2Vec. Using a distributional similarity objective, Word2Vec aims to learn word vectors from  
a text corpus. Predicting which words will appear in the context of other words is necessary for 
this challenge. Operationally, Word2Vec utilizes the concepts of context words (O) and center 
words (C). While context words are the terms that appear around the center word in the text, 
center words are the words that are being considered [37].

The likelihood is formally defined as the product of the probabilities of predicting context words 
for each center word. However, for the sake of computational simplicity, Word2Vec converts pro-
ducts into sums and utilizes log likelihood instead. Word2Vec works with the average log likelihood. 
The sum of log likelihoods is divided by the number of words in the corpus. Word2Vec employs  
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a minimization objective function (denoted as J(θ)) rather than maximizing it. By minimizing this 
objective function, the model aims to maximize its predictive accuracy:
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Each word in the lexicon has a vector representation thanks to Word2Vec. The context and 
meaning of words are captured by these vectors.

Each word is associated with two-word vectors: one for its use as the center word and  
another for its use as a context word. The mathematical calculations and optimization procedure 
are made easier by this method. Although it could appear a little strange, it is a sensible decision 
that will help with word vector creation.

Word2Vec uses a specific equation to determine the likelihood of a context word arising given 
the center word. The description refers to "the expression in the middle bottom of my slide",  
indicating that the precise equation is shown visually rather than in the text [37]. However, the 
exact equation is not provided in the text:
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By adding the vector representations of the two words, U(O) and V(C), the probability of  
a context word (O) occurring given a center word (C) is calculated. The dot product compares the 
similarity between the vectors representing the letters "o" and "c". A larger dot product indicates  
a higher degree of similarity and a greater likelihood. Exponentiation transforms everything into  
positive values, while probability distribution is created by normalizing the entire lexicon through  
summation. Similarity is indicated by positive values, while dissimilarity is indicated by negative numbers.

The softmax function is used to transform these dot product values into a probability distribu-
tion. The dot product is transformed by the softmax function, which guarantees that all values are 
positive. The outcome is then normalized to create a probability distribution. More related terms 
are given higher odds in this distribution.

The objective is to minimize the average negative logarithm probability of the model's predic-
tions, or the objective function (J of theta). Optimizing the model's parameters, which in the case of 
Word2Vec are the word vectors, is necessary to minimize this function. Two vectors – the context  
vector and the center vector – are included in the parameters for each word:
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Calculus is used to modify the word vectors and reduce the loss function. The gradients, which 
indicate the direction of the steepest descent, are computed by the model. The word vectors are 
iteratively updated using these gradients in gradient descent algorithms to improve their ability 
to anticipate context words. The text explains how to utilize the chain rule to unravel intricate 
expressions and simplifies the process of calculating derivatives by dividing it into multiple steps.

An expectation, which is an average across all the context vectors weighted by their probabi-
lities, is the result of the derivative calculation. The derivative in softmax-style models is calculated 
by subtracting the expected value from the observed value. If the model predicts word vectors that 
are similar to the observed context words, it is considered effective:

θ θ α θθ
new old J= − ∆ ( ). (4.15)

There are various approaches to visualizing word vectors. One common approach is to utilize di-
mensionality reduction techniques, such as t-SNE, to project the high-dimensional word vectors into  
a lower-dimensional space that is more easily visualized [38]. This enables the exploration of clusters and 
patterns within the word vector space. Another approach involves visualizing word vectors in a semantic 
space, where words with similar meanings are positioned close to each other. This can be achieved by 
plotting the word vectors on a semantic map or by employing interactive visualization tools [38]. These 
visualizations aid researchers and practitioners in understanding the semantic relationships between 
words and exploring the structure of the word vector space. In addition to visualizing word vectors, there 
are methods available for enriching word vectors with subword information. By considering subword units, 
such as character n-grams, in addition to whole words, the word vectors can capture more detailed in-
formation about word morphology and compositionality. This is particularly useful for languages with rich 
morphology or for tasks that require an understanding of word formation and derivation. Furthermore, 
word vectors can be adapted and fine-tuned using various techniques. For instance, one study proposed 
adapting word vectors using a tree structure to incorporate visual semantics [39]. By combining visual 
features with word vectors, the resulting representations can capture both the visual and semantic as-
pects of words. This can be advantageous for tasks such as image captioning or visual question answering.

Tools and Software. For this research, we utilized the GloVe (Global Vectors for Word Representa-
tion) pre-trained Word2Vec model. The selected dataset, glove.6B.100d.word2vec, has a vector dimen-
sionality of 100 and includes a large vocabulary size. To process and analyze the data, we utilized well-
known Natural Language Processing (NLP) libraries. These included NLTK for tokenization and stemming, 
Gensim for integrating the Word2Vec model, and scikit-learn for constructing and training the classifiers. 
The machine learning framework used in this study was scikit-learn, which is a robust and versatile 
library for machine learning tasks. Deep learning techniques were implemented using the Keras library.

Hardware. Our experiments were conducted on a machine with an Intel Core i7 processor, 16 GB 
of RAM, and SSD storage. As well as on a high-performance computing cluster equipped with multiple 
CPUs, a dedicated GPU, ample RAM, and ample storage. This infrastructure facilitated the efficient 
processing of the large-scale dataset and the training of complex neural network architectures.
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Data. The dataset used in this research comprises economic and cybersecurity text data 
collected from reputable sources, such as financial reports, research papers, and cybersecurity 
incident reports. The dataset is extensive, containing a diverse range of texts, which enables 
a comprehensive analysis of semantic roles in various contexts.

Preprocessing. Prior to analysis, the data underwent rigorous preprocessing steps. This in-
volved tokenization, which breaks down the text into individual words, stemming to reduce words 
to their root forms, and domain-specific transformations to enhance the relevance of the data in 
economic and cybersecurity contexts.

Feature extraction. Word2Vec embeddings were used to convert words into numerical vectors. 
The Word2Vec model used a window size of 5 and employed negative sampling to generate precise 
word representations. These embeddings served as crucial features for subsequent semantic role 
labeling and analysis tasks.

Neural Network Architecture. Word2vec uses neural networks for training. TWord2vec uses 
neural networks for training. The following layers are presented:

– as many neurons as there are words in the training vocabulary make up one input layer;
– the dimensionality of the generated word vectors determines the size of the hidden layer, 

which is the second layer, in terms of neurons;
– the output layer, which has the same number of neurons as the input layer, is the third and 

final layer.
One-Hot Encoding is the simplest method of converting words into vectors. The size of this vector is 

determined by the number of words in the vocabulary, and each word has its own vector. The word rep-
resenting itself is encoded at position 1, and all additional locations are encoded at position 0. The input 
layer receives the one-hot encoding of the center word. We train our neural network by randomly ini-
tializing the weights. Here, the neural network updates its weights using the backpropagation approach. 
The central word receives our input and produces a specific outcome. The softmax classifier is process-
ing the output. Because the softmax classifier can convert the output into a probability, it is utilized. 
This vector indicates which terms in the lexicon are most likely to be associated with the input word.

Every time a relevant word's one-hot encoding is inputted, the weights between the hidden and 
output layers and the input layer are adjusted to ensure that the output corresponds to the paired 
word. The weights are adjusted based on the calculated difference between the current output 
and the predicted input. The vectors we need to locate are the weights between the input layer 
and the hidden layer. The fact that each of these words has a context and association makes them 
significant. Words with similar vectors or closer spacing are used in the same context.

Input parameters. The input parameters for the neural network included the Word2Vec em-
beddings that represented the words in the text data. These embeddings, combined with additional 
domain-specific features, provide comprehensive input for the semantic role labeling classifier, 
ensuring a nuanced analysis of the text.

Training and Evaluation. The LSTM network was trained using the Adam optimizer with a suit-
able learning rate. The dataset was divided into training, validation, and test sets to facilitate model 
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training and evaluation. Performance was assessed using evaluation metrics such as F1-score, 
accuracy, precision, and recall, providing a comprehensive view of the classifier's effectiveness  
in capturing semantic roles in economic and cybersecurity texts.

Limitations and Assumptions. Several limitations were identified during the research, including 
potential biases in the data sources and the inherent limitations of the Word2Vec model in cap-
turing highly nuanced semantic relationships. Additionally, assumptions were made regarding the 
relevance and accuracy of the selected features, recognizing the necessity for additional research 
to improve the model and overcome these limitations.

Output Data. The analysis yielded valuable insights into the semantic roles present in economic and 
cybersecurity texts. The output data includes detailed semantic role annotations, which highlight key 
relationships within the texts. Visualizations and graphs were generated to present the findings, pro-
viding a clear and concise representation of the semantic structures in the analyzed texts (Fig. 4.8).  
Additionally, the research provided valuable implications for economic analysts and cybersecuri-
ty experts, enabling them to enhance their understanding of textual data in their respective fields.

 Fig. 4.8 Visualization of economical, cybersecurity and other non-connected words clustering
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The three-dimensional PCA (Principal Component Analysis) visualization of words from diverse 
categories, including economic, cybersecurity, and non-connected words, provides valuable insights 
into the semantic relationships and similarities among these words. Through clustering, words 
within the same domain tend to group together, indicating their semantic proximity. Economic 
terms, such as "economics", "market", and "investment", form a distinct cluster, while cybersecu-
rity-related words like "cybersecurity", "hacking", and "firewall" create another cohesive cluster. 
Non-connected words appear scattered, highlighting their lack of semantic correlation.

The clustered words can be leveraged for textual analysis tasks. Understanding the seman-
tic context of words within specific domains can aid in sentiment analysis, topic modeling, and 
docu ment classification, especially in economic and cybersecurity-related texts. Semantic cluster-
ing can enhance content recommendation systems. By identifying related terms, businesses can 
recommend relevant articles, research papers, or products to users based on their interests in 
economics or cybersecurity. The identified semantic relationships can contribute to constructing 
knowledge graphs, connecting economic concepts, cybersecurity terms, and other domains. This 
interconnected knowledge can be valuable for educational purposes or data-driven decision-making.

Conclusions

Semantic role labeling (SRL) plays a critical role in extracting important information from text, 
particularly in the fields of cybersecurity and economics. When it comes to interpreting financial 
reports, news stories, and economic literature, SRL is crucial. It assists in identifying important 
actors, events, and objects, which ultimately enhances decision-making and market analysis. This 
emphasizes the usefulness of deriving meaningful insights from textual data. In the field of cyberse-
curity, SRL (Semantic Role Labeling) is essential for understanding and processing text data that is 
related to security. It automates the analysis of large volumes of text, enabling faster responses to 
security concerns. In order to organize unstructured text data, evaluate risks, and make informed 
decisions in response to evolving security issues, NLP classifiers and machine learning models 
utilize SRL (Semantic Role Labeling).

The visualization provides a snapshot of word relationships but lacks contextual depth. Under-
standing the nuances of word meanings within sentences and paragraphs is crucial for conducting 
more precise semantic analysis. The quality and bias of the underlying data used to train the Word2Vec 
model can impact the clustering results. Biased data may result in distorted word representations, 
which can impact the accuracy of semantic relationships. Future research can explore advanced word 
embedding models, such as contextual embeddings (e.g., BERT), that capture word meanings based 
on surrounding context. These models provide more nuanced semantic representations, which can 
enhance the accuracy of clustering. Integrating textual data with other modalities, such as images, 
audio, or video, can enhance semantic analysis. Multimodal approaches enable a more comprehensive 
understanding of concepts, particularly in domains where visual or auditory cues play a significant role.
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Overall, the findings suggest that self-regulated learning (SRL) can play a vital role in economic 
analysis and cybersecurity risk management. By accurately identifying and classifying semantic 
roles, NLP classifiers can facilitate the extraction of valuable information from textual data, there-
by enabling more informed decision-making processes in economic contexts. In the cybersecurity 
domain, Security Risk Management (SRL) can aid in the detection and prevention of cyber threats, 
thereby enhancing the overall security posture of organizations and critical infrastructure. Future 
research can explore advanced word embedding models, such as contextual embeddings (e.g., 
BERT), which capture word meanings based on surrounding context. These models provide more 
nuanced semantic representations and can improve the accuracy of clustering.

However, further research is needed to address the challenges associated with SRL, such as 
the scarcity of annotated data for specific economic and cybersecurity domains. Additionally, the 
development of more robust natural language processing (NLP) classifiers and the integration of 
semantic role labeling (SRL) with other NLP techniques hold promise for advancing the application 
of SRL in these contexts. It highlights the potential of SRL in improving economic analysis and 
enhancing cybersecurity measures. by utilizing NLP techniques to extract valuable insights from 
textual data and mitigate risks in these domains. Future research should focus on addressing the 
challenges and further advancing the application of self-regulated learning (SRL) in economic and 
cybersecurity contexts.
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